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File-Based Processing Workflow Real-time Monitoring Overview

Since 25 years, the Federal Agency for Cartography and Geodesy (BKG) is operating a GNSS Since 2004, BKG is operating various entities for the global, regional and national real-time
Data Center (GDC) for global, regional and national purposes. The aim is to provide reliable GNSS infrastructure. The operation of areal-time GNSS service demands a much higher level
and non-restricted access to GNSS observational and navigational data. Access is possible via of monitoring than it is necessary in the post-processing world, where for example RINEX
ftp (80.000 uploads, 600.000 downloads daily) and via http (~450 visitors per day). files can be reprocessed the next day in case of an error. While we use Opsview* to monitor

: : :
To provide a viable basis of data for Analysis Centers and other clients BKG-GDC routinely our hardware and most important processes on various hosts, we apply InfluxDB® as central

: : ] C :
performs data-checks for all incoming files (referring to filename, file type, size and content, storage unit for our metrics and Grafana® for visualization. In detail
see flowchart below). Files are filtered through several steps before being stored, quarantined Opsview* monitors:

or totally excluded. = Hardware + Network: disk space, load, memory, FTP + HTTP to other DCs,...

= Status of most important processes and files

FTP Daemon = Accumulation of files in specific directories
FTP Filtering
= TP not blocked = file type defined N Warnings OT errors in logﬁles
Perl Application = NtripCaster installations: number of client connections and data streams, availability
General Checks of products, etc.
» Filename matches defined product = File 1s duplicate (MD5 checksum)
= Filesize > 50B » [Inflating is possible (compressed files)

InfluxDB° is used for storage of events and metrics. We use mostly Perl scripts for processing

Process File Types L. :
Sitelogs yP logfiles and for shipping the extracted data to InfluxDB. We store metrics from:
= Sitelog date is newer than current sitelog * Date formats are correct 3 . . .
* Station abbreviation is defined * Receiver/antenna dates are plausible = BNC?logfiles: general logfiles incl. combination, PPP logfiles
= Obligatory fields are present = Sattellite systems match definitons
gig;:g, :f;::;t, email, receiver, antenna, ™ Receiver/antenna are defined in revr_ant.tab - RTNet® lOg files
_ = All kind of timestamped data
RINEX Files
= Filename check: =  No unofficial fields Shipper #2
=  Station abbreviation is defined =  GPS obs. file without L2P and C2P “ o - PPP logs i e
» Data frequency matches file period » Header entries match sitelog for g éﬂ%e;- ogs i R-Ilf:]irl ogs
»  Hour of day is plausible marker, receiver, antenna and
»  Filename matches RINEX convention eccentricities
»  Hourly file not older than 30 days =  BDS obs. files with C1 in 3.03
» Header check: * Not converted from RINEX Vers. 2
» Length of line fits =  Header interval matches filename _ InfluxDB
» Header not longer 400 lines »  Sat-system header matches filename time series database
» RINEX-Vers is not 2.12 = Data check:
= RINEX Vers. 2 nav file is not GAL = File contains more than 7 epochs dle writ read
»  Mandatory fields exist »  Sampling rate matches header entry rea write
Grafana Kapacitor Self-made scripts
- visualization - user-def. functions - plot with Gnuplot
- alerting - anomaly detection - query stream latency
Products - compute RMS, etc.
» EUREF-/GREF coordinate files are parsed * AC abbreviation is defined ~25.000
for station coordinates files/d ay*
\J
[bkg@fdvs042 ~]$% influx -host 'localhost' -port 8086 -database 'realltime’' -precision 's‘ PPP Displacements [m] using BNC with CLK11 - (C) BKG
~400 ~80.000 -execute "SELECT mean(meanlLat) AS "mean latency" FROM stream latenicy WHERE mp =~ /HEL/
: AND time > now() - 1ld GROUP BY mp" 02
Fi|ES/Day FlleSfDay name: stream latency 0 [Bte
tags: mp=HEL21 o0zl :
time mean_Llatency ™ _ ] . ! ! L !
Quarantine R "t R : e L0 - | &8 GREF PPP - B & £ ZownmOu » Olast2dhours utc Ref o ;
_ e OSI 0 I n N OWARBNY- Resaes [ BN GREF Clocks B GREFLacencies B8 GREFPPP Displacemerts BN GREF ReabTime ZPDs MW
Files are deleted after 10 days p ry ejeCt 0 name: stream latency PPP Displocements - WARNT Mean Latency - WARN1 : : - :
tags: mp=HELG1 . . A * ; ; ; f
time mean_latency S : ; : | s _ : _ :
* On 26th of May 2017 we had 105.000 duplicates, with one station uploading 87075 duplicates! - 1 i i 7
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Fig. 2: Format example for running jobs. With PM2 it is easy to start and stop jobs, it restarts jobs automatically in case
CHECK_IMPORT RNX2/3 . . . . .
- / of a crash and provides useful information about every managed job like CPU and memory
usage, number of restarts and uptime.
e & Fromas R [bkg@fdvs042 ~]$ pm2 1 '
(3 #1004 10 5 1 N PP~ | NN o norne | id | mode | pid | status | restart | uptime | cpu | mem
T — 30542 0 7D .8 MB
o [kl (S BNC-PPP-13 30545 0 70 .5 MB
e e e B BNC-PPP-24 30549 0 7D .4 MB
e T BNC-PPP-5 : 4467 1 .7 MB
e e S e S e st S i s 31277 0 7D .3 MB
ST e e onsisteagl 7 Ant. # 14591 0 7D .9 MB
e G 30525 0 7D .8 MB
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IR R W W Fig. 6: PM2 manages BNC-, RTNet- and many other jobs
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Fig. 4: Examples for metadata accessible in menu ,,Station List" :
. Fig. 7: Stream outages
References and links:
Quality of RINEX files is monitored and documented for stored files on a daily basis. BKG-GDC ‘teqc https://www.unavco.org/software/data-processing/teqc/teqc.html
: : 2Anubis http://www.pecny.cz/gop/index.php/gnss/sw/anubis
checks RINEX2 files using teqc?, for RINEX3 files Anubis?* and BNC? are default. The extracted 3 P 4 / becny.cz/g ,p/ php/gnss/ , /
BKG Ntrip Client (BNC) https://igs.bkg.bund.de/ntrip/bnc
metadata is stored in the database and key performance indicators are available for each {Opsview community version https://www.opsview.com/
station in a public station list. The metadata is only used for monitoring and documentation; *InfluxDB https://www.influxdata.com/

SGrafana https://grafana.com/

no automated reporting to station operators is currently foreseen. Station operators can filter 7PM2 Process Manager https://github.com/Unitech/pm2

the list by e.g. “bkg” as agency to get relevant information. 8Real Time NETwork Processing Engine (RTNet) http://www.gps-solutions.com/rtnet_software

Division G - Geodesy BKG GNSS Data Center (GDC): https://igs.bkg.bund.de
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