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INTRODUCTION

Water vapor is a crucial parameter in atmospheric modeling. It has a very inhomogeneous
distribution and a high variability. Continuous and well-distributed measurements of water
vapor are therefore of fundamental interest both for short range weather predictions and
climatology.

The GPS is a cost-effective technology to provide dense, globally distributed and nearly
continuously measured water vapor. Even if we get only the (vertical or lateral) integrated
values, this is important information.

There are two approaches in the application of the GPS to meteorology with following
characteristics:

Ground-based GPS meteorology:
- Networks of ground-based GPS receivers are used to estimate the vertically integrated

water vapor (IWV).
The great advantage is the nearly continuous measurement of IWV. The spatial
distribution depends on the density of the network. (For dense networks lateral
gradients of IWV can be deduced)

- Over the oceans good coverage can never be reached.

Space-based GPS meteorology:
- GPS receivers on board a Low Earth Orbiter (LEO) satellite observe very short (- 1

minute) atmospheric occultations (-500 per day) which provide a vertical refractivity
profile (laterally integrated over -150-200 km) .

- The water vapor profile can be deduced if the temperature profile is known, and vice
versa.

- It is not continuous at a point, but has a good global distribution.
Problems may occur in monitoring lower troposphere in the vicinity of high mountains.

These two approaches are not competing but complementary to each other. The IGS is
based and focused on the analysis of the global network of ground receivers and can
therefore be part of the ground-based GPS meteorology.

Typically the refraction parameter is estimated in form of the total zenith path delay
(ZPD), presuming the elevation depending mapping function is known, the wet component
changes little over short periods of time and simultaneous measurements in different
elevations exist, The ZPD is the sum of the hydrostatic and wet components. Knowing
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the surface pressure to 0.5 mbar it is possible to remove the hydrostatic zenith delay with
an accuracy of a few millimeters or better and to get the zenith wet path delay (ZWD)
without introducing any additional error. Furthermore the error in the mapping function
for elevations >15 degrees is not a significant part of the error budget for the ZWD. The
parameter of interest for the meteorologist is not the ZWD but the vertically integrated
water vapor in terms of precipitable  water vapor (PWV). With the knowledge of the
surface temperature only, this transformation from ZWD to PWV may be done with an
accuracy of 29i0. From a variety of experiments the PWV accuracy can be estimated to
about 1 mm.

Table 1. Error budget for PVW Estimation (units: mm)

Error Source Pwv ZPD Comment

Estimation error

orbit 0.2 1.3 10 cm error, 1000 km baseline a

coordinates 0.5 3.0 1 cm height error a

multipath 0.3 2 . 0 a

RSS 0.6

Conversion error

Barometric press. 0 .2 1.2 0.5 mbar, normal wind b

Con. ZWD-PWV 0.4 - 2% error (for 20 mm PWV) b

Physical constants 0.25 1.5 b

RSS 0.5

a Rocken et al., 1995 b Runge, et al., 1995

The 7 IGS Analysis Centers (AC) routinely analyze more than 50 global distributed IGS
tracking stations. To produce the IGS products - precise orbits, earth rotation parameters
and station coordinates - the tropospheric refraction has to be modeled and a zenith path
delay (ZPD) correction must be adjusted. Up to now the ZPD itself is not a product and
therefore the routine analysis is not optimized to get best estimates for it. Nevertheless,
the accuracy of its determination is high and converted to precipitable  water vapor
content its a valuable information for meteorology.
To look into the stability of ZPD determination, comparisons of CODE and GFZ
tropospheric estimates were presented already at the last IGS Workshop (Data from 3
weeks in northern winter 1994/95). The general consistency was about *10 mm for the
stddev and *6 mm for the bias. The result was encouraging and stimulated to think about
a new IGS product, the IGS mean of PWV, provided that the IGS tracking sites are
equipped with automated meteorological packages. In preparation of such a new product
the IGS Governing Board recommended to accomplish a more comprehensive comparison
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including all ACS and choosing 3 weeks during northern summer (August 1995), to have
for the majority of sites not so dry air as in northern winter.

DATA, SOFTWARE

The main features for tropospheric parameter estimation in the software package of all
ACS are given in Table 2. There are very different approaches. It should be pointed to
those differences, which could be responsible for differences in the tropospheric
parameter estimation. A great influence may have the elevation cutoff angle, which varies
from 15 to 20 degrees. Whereas all other ACS solve for ZPD independent from interval
to interval, EMR and JPL introduce constraints within their Kalman procedure. For poor
observed sites and time intervals the constrained solution is naturally smoother, compared
to the unconstrained case.

During routine analysis most ACS estimate ZPD parameters in intervals of 4 to 6
hours, so that for this comparison the test weeks had to be reprocessed to get a sampling
rate of 2 hours, which was agreed on. For the comparison the GPS weeks 812 to 814
(July 30 to August 21, 1995; DoY211 to231; MJD 49928 to 49948) were chosen. The
sites used vary from AC to AC, their number can be seen in Table 3. Only those sites
analyzed by at least 3 ACS were compared, which reduces its number to about 40.

There were some problems in the calibration of ESA and NGS series, which couldn’t
be identified and removed. For the NGS estimates this may probably be explained by the
fact that NGS is the only AC applying elevation dependent antenna phase corrections.
Because of these large biases some results are therefore presented without these two
centers.

Table 2. Characteristics of the software packages

Method

MetData

Tro. Model

Mapping F.

Elev. cutoff

Sampl. Rate
(Data; rein)

Sampl. Rate
Tro. Estim.

Constraints

CODE EMR ISA GFZ JPL NGS SIO

doub.diff. undiff. doub.diff. undiff. undiff. doub.diff. doub.diff.

Hei.-dep. Global Global Hei.-dep. Lat. -Hei- Global
nominal constant constant nominal DoY constant
P,T,H P Model

Saastam. Saastam. Saastam.

lICOS(Z) Lanyi Willmann I/coS(z) Lanyi Niell Davis

20 15 20 20 15 15 20

2 7.5 6 6 5 0.5 2

120 7.5 120 120 5 120 60

No Yes No No Yes No No
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Table 3. Number of sites and time interval for tropospheric parameter estimation

No. STA Tropospheric Weeks analyzed
Estimation 812 813 814
(minutes)

CODE 58 120. + + +
EMR 28 7.5 + + +
ESA 48 120. + +
GFZ 47 120, + + +
JPL 35 5. . + + +
NGS 41 120. + +
S10 15 60, + + +

COMBINATION OF MEAN ZPD SERIES

The files used by the individual ACS for storing their tropospheric estimates are different
in format and philosophy. To handle all comparisons and the combinations a SINEX-like
format for tropospheric series was defined and applied throughout this investigation.

The individual series have of course biases between each other. If a straightforward
mean would be computed then gaps in one of the biased input series would produce a
jump in the mean series. This is why the following 2-step procedure is used to derive the
mean series for a defined interval, e.g. 1 day or 1 week:

- A mean ZPD-file is computed by combining the estimates of all ACS. This file
is named IGS-Trop-File.

- No weights are used in the combination.
- The 2-step procedure has the following main steps and works site by site:

A 1 Computation of a preliminary IGS-Trop-File.
Mean trop values are computed for those epochs, where all ACS have
ZPD estimates (to get no jump in the mean by missing ACS).

A2 Computation of the bias between the preliminary IGS-Trop-File  and each
AC.

B 1 Computation of IGS-Trop-File.
Mean ZPD values are computed, where the AC estimates are corrected
by the bias from step A2. This way all epochs can be used and a gap in
the series of one AC will not result in a gap for the IGS-Trop-File.
Outliers  are eliminated. The number of contributing ACS is coded for
each ZPD value. A series of a single AC is copied into the IGS-Trop-File
too.
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B2 Computation of stddev and bias between the IGS-Trop-File  and each AC.
Only epochs are used where at least 3 ACS have contributed. Outliers are
eliminated (with 2.5*stddev)

RESULTS

First of all differences in pairs were computed to get an insight into the consistency
between the individual ACS. This was done using daily and weekly biases for each site,
Tab. 4. The stddev for the ZPD-differences is about +9 mm. The weekly bias has no
significant systematic shift and its stddev over all sites is about *5 mm. The consistency
between CODE and GFZ is the same as it was obtained in the comparison with data from
northern winter 1994/95 (Gendt  and Beutler,  1995). From this one may conclude that
the accuracy will not depend on the absolute water vapor content. The best agreement
is between EMR and JPL, which may be due to the constrained estimation and 15
degree elevation cutoff angle in both series.

There is a high stability in the daily repeatability of the bias for a site, but also a
significant site-dependent shift from AC to AC. This high repeatability explains that the
improvement in the stddev of ZPD differences is only marginally (-1 mm) if daily
instead of weekly biases are used. Therefore, to have no jump at the day boundaries by
missing sites for a single AC for a single day, weekly biases were computed for the
determination of the IGS mean series. In Fig. 1 the daily repeatability of the bias between
JPL and other ACS are shown for selected sites. The repeatability is in most cases better
than *2 mm. The reason for the systematic effects, which reaches values of 1 cm, is not
fully explained. Some effects may come from different a priori models, meteorological
values and station heights, e.g. 1 cm height change gives 3 mm bias in ZPD. Even having
the same coordinates, e.g. for fiducial sites, cutoff angles and software, like EMR and
JPL, biases of some 5 mm can be seen. To eliminate all possible sources of biases the
coordinates (and so the heights) of as many sites as possible should be agreed on. The
higher resulting consistency makes only sense if these coordinates have a high accuracy
and will therefor not give systematic errors. For climate research a high long stability is
of crucial importance and this implies that significant station height changes should be
avoided, at least documented for possible PWV corrections.

Statistics of the ZPD differences between the individual ACS and the IGS mean can be
seen from Figs. 2. The stddev and bias are about *6 mm and *4 mm, respectively, which
gives an rms of *7-8 mm and corresponds to &l.3 mm PWV.

In Figs. 3 some tropospheric series are shown. No bias corrections are performed. It can
be seen that the accuracy in the estimations does not depend on the amount of
fluctuations in the total ZPD. Even such high fluctuations of -200 mm within hours as
for ALGO are reflected in all ACS series with an accuracy comparable to *1 mtn PWV.
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SUMMARY

These comparisons demonstrate the high consistency in the tropospheric estimations
between the “IGS Analysis Centers, although there are systematic effects which have to
be investigated.
The IGS is ready to produce time series of vertical integrated water vapor, provided the
meteorological surface parameters are measured within the IGS network. Many of the
sites have already meteorological packages installed for other collocated techniques, like
VLBI, PRARE, DORIS, SLR. The last step to use these measurements on a regular basis
and to install additional meteorological packages should be pushed forward within the
IGS, hopefully still in 1996.

Acknowledgement, This comparison was only possible by the support of all IGS Analysis
Centers. Thanks to all of them for reprocessing the test weeks 812 to 814 and making
available their tropospheric estimates with the agreed upon sampling rate.
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Table 4a. Consistency of ZPD estimates between the Analysis Centers for week 813.
(units: mm)

Weekly bias Daily bias

No.Sta Bias sdev. sdev. Bias

(mean of sta) (daily repeat.)
CODE-EMR 24 -0.2i6.6 8.9 8.0 *3.9

CODE-GFZ 45 -0.3*3.7 10.6 9.8 *3.7

CODE-JPL 35 -1.1*4,9 8.6 7.8 *3.8

EMR-GFZ 24 -0.9*7.O 8.2 7.6 *3.4

EMR-JPL 21 -1 .9*3.6 6.8 6.4 ?2.6

GFZ-JPL 31 -0.9*4.9 9.5 9.0 k3.2

Table 4b. Continued, but only for fiducial sites (units: mm)

Weekly bias Daily bias
No.Sta Bias sdev. sdcv. Bias

(mean of sta) (daily repeat.)
CODE-EMR 12 -0.1*4.O 8.2 7.6 *2.8

CODE-GFZ 12 0.4*1 ,7 9.7 9.4 *2.5

CODE-JPL 12 -0.9*2,3 8.0 7.5 *2.6

EMR-GFZ 12 0.3t4.2 7.8 7.4 *2,1
EMR-JPL 12 -1 .(k3.o 6.1 5.8 *1.9

GFZ-JPL 12 1.3i2,3 9,1 8.9 *1.5
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Strategies for Near Real Time Estimation of Precipitable Water
Vapor

Yoaz E. Bar-Sever
Jet Propulsion Laboratory, California Institute of Technology

Pasadena, CA 91109

INTRODUCTION

Traditionally used for high precision geodesy, the GPS system has recently emerged as
an equally powerful tool in atmospheric studies, in particular, climatology and
meteorology. There ate several products of GPS-based systems that are of interest to
climatologists and meteorologists. One of the most useful is the GPS-based  estimate of
the amount of Precipitable  Water Vapor (PWV) in the troposphere. Water vapor is an
important variable in the study of climate changes and atmospheric convection (Yuan et
al., 1993), and is of crucial importance for severe weather forecasting and operational
numerical weather prediction (Kuo et al., 1993).

A ground-based GPS system does not produce estimates of PWV directly. PWV is
inferred from a direct estimate of the Total Zenith Delay (TZD), with the help of some
ancillary information. The T25D quantifies the atmospheric delay for a GPS signal coming
from the zenith direction. It is mapped to the elevation angle of a particular satellite-
receiver link by means of an appropriate mapping function, assuming horizontal
symmetry. The TZD can be separated into two components, Zenith Dry Delay (ZDD) and
Zenith Wet Delay (ZWD). The ZDD is caused by the propagation delay and ray bending
due to the dry gases in the troposphere. It can be accurately inferred by using precise
measurements of atmospheric pressure at ground level, and removed from the total delay.
The remaining ZWD is nearly proportional to the quantity of PWV integrated along the
zenith direction. The total PWV can be extracted from the ZWD to an accuracy of a few
percent given measurements of the temperature at ground level. (Bevis  et al., 1994,
Rocken et al., 1993, Yuan et al., 1993). In the absence of pressure or temperature
measurements on site, they can be approximated by means of an appropriate climate
model. Verification of accuracy of GPS-based estimates of PWV is typically done by
comparison with estimates based on the more established techniques of radiosondes and
Water Vapor Radiometers (WVR). Several recent comparisons demonstrated that GPS
can provide millimeter-level accuracy in measuring PWV (Businger  et al., 1996, Elgered
et al., 1995, Rocken et al., 1995, Chiswell  and Businger, 1995). The current level of
accuracy of GPS-based  estimates of TZD is believed to be better than 1 cm. The extracted
PWV is believed to be 1-2 mm accurate.

It is well known that water vapor has significant small-scale variations in time and space
(Lilly and Perkey, 1976). The high temporal and spatial resolution of GPS-based
estimates of PWV makes the GPS technology unique in its abdity to augment the sparse
measurements from the radiosondes network. For example, the JPL routine processing
of GPS data from the IGS network produces estimates of ‘IZD every five minutes. The
only other existing technology for PWV retrieval with high temporal resolution is based
on Water Vapor Radiometers (WVR), but their global distribution is extremely sparse
due to their high cost. This fact highlights a crucial advantage in exploiting the vast
network of GPS ground receivers, namely, its very low cost.
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Another unique advantage of GPS-based PWV estimates is the potential availability of
data from ground receivers in Near Real Time (NRT), allowing for timely assimilation of
the estimates into numerical weather prediction schemes. However, producing PWV
estimates from NRT processing of GPS data poses a challenge. Usually, high accuracy
estimates are available after processing data from a relatively large global network of
receivers. In NRT, only data from a small number of stations is expected and their
distribution is unlikely to be global, at least in the near future.

In this paper we discuss various aspects of the process by which ZWD is estimated from
GPS data and describe a very simple estimation strategy for NRT applications.

EVALUATING GPS-BASED ESTIMATES OF ZWD

In order to analyze various estimation strategies for ZWD from GPS data we set up an
experiment by which we compared GPS-based estimates of PWV with those obtained from
a collocated water vapor radiometer. The GPS data used in this experiment was obtained
from an 8 channel, dual frequency, TurboRogue GPS receiver that is in continuous
operation at a site located at the Jet Propulsion Laboratory. Simultaneous surface pressure
and temperature measurements were obtaincxl from a Paroscientific  Model 6016B pressure
sensor with a stated accuracy of 0.01% of the nominal atmospheric pressure at the
comparison site. Surface temperatures were obtained from a temperature sensor contained
within the pressure sensor. The water vapor radiometer used in this comparison was a 3
channel design developed at JPL (Keihm, 1991). During the period of the intercomparison,
the WVR operated continuously in a fixed scanning pattern. Measurements of the sky
brightness temperature were made at a number of elevation angles to allow necessary gain
corrections to be made to the WVR signal. PWV estimates used in this comparison were
obtained from the WVR measurements made at zenith.

The GPS-based  estimates of PWV were obtained by processing the data with the
GIPSY/OASIS 11 software system using the technique of precise-point-positioning
(Zumberge  et al., 1995). The GPS orbits used in the precise-point-positioning technique
were those produced routinely at JPL for the International GPS Service (IGS). The
measurement interval is five minutes. Pseudorange measurements are carrier-smoothed and
carrier phase measurements are simply decimated to the five minutes mark. The
troposphere is modeled as a random walk with a sigma of approximate y 1 cn-d~hour.
Estimates of ZWD are produced every five minutes.

The experiment spanned the months of August and October, 1995. We will describe results
from 18 days during August. WVR measurements from the rest of the month were
excluded due to the existence of clouds. WVR measurements were available again for most
of October but the result of the comparisons is similar.

When considering the results below, it must be remembered that there are inherent
limitations to the accuracy of both WVR and GPS-based estimates of PWV. A simple
analysis of major error sources (Runge,  1995) has estimated that the uncertainty in GPS-
based estimates of PWV is approximately 1.1 mm for PWV values in the range of 20 mm.
Similarly, due to uncertainties in instrument calibrations and retrieval algorithms, the accu-
racy of WVR measurements of PWV, is currently limited to 1 to 1.6 mm.

166



EFFECTS OF ELEVATION ANGLE CUTOFF

In this experiment we tested the effect of the GPS receiver elevation angle cutoff on the
quality of the ZWD estimates. The results are summarized in Figure 1. We found that the
standard cutoff of 15 degrees gave rise to a significant bias between the GPS-based
estimates of ZWD and PWV and the WVR-based estimates. This bias was reduced
dramatically when the elevation angle cutoff was reduced to 7 degrees. An illustration of
the different estimates during the first three days in August is presented in Figure 2. Similar
behavior was observed with the October data.
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AT JPLM, AUGUST 95
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Fig 1. E#ects of elevation angle cutoff on difference between GPS-based estimates o f
ZWD and WVR estimates. Statistics were based on 18 days in August 1995.
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Fig 2. Comparing PWV estimates from WVR and from GPS with two elevation
cutofs for three days in August, 1995, at the JPLM site.
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Accompanying the bias in ZWD between GPS estimates with different elevation angle
cutoffs was a bias in the estimated geodetic height of the station. This bias can be observed
in Figure 3, depicting the daily geodetic height estimate over the whole month of August
with the two elevation angle cutoff values. The mean bias is 2.5 cm.

.ETE.SE2EI GEODETIC HEIGHT
JPLM, A U G U S T  1 9 9 5

424.040

424.030

424.020

424.010

424.000

423.990

423.980

423.970

423.960

Fig. 3. Estimated geodetic height of JPLM with two elevation angle cutoff values.

Although WVR estimates were not available there, we compared GPS-based estimates of
ZWD with the two elevation angle cutoffs for several other sites during January, 1996. We
found that the size of the bias between the estimates varies from site to site and it can often
be insignificant (less than 5 mm) for many. The largest bias was found at Fortaleza,  Brazil
(FORT) which is a relatively wet site. (See Figure 4.)

We hypothesize that the improvement in ZWD estimates at lower elevation angle cutoff, as
observed at JPLM during August and October, 1995, is due to the reduction in the
correlation between ZWD and station height. More experimentation is required in order to
establish that this phenomenon is not site/receiver dependent.

In general, lowering the elevation angle cutoff did not have a detrimental effea on station
position repeatabilities  over a month. It suggests that carrier phase multipath  may not be
very darnaging at 7 degrees elevation.
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Fig. 4. Di#erence in ZWD estimates obtained with elevation angle cutoff values of 15
a%grees and 7 degrees.

EFFECTS OF GPS YAW ATTITUDE MISMODELING

GPS satellites display a rather complicated yaw attitude behavior during crossing of the
Earth shadow (Bar-Sever et al., 1996, Bar-Sever, 1996). Mismodeling  this behavior is
especially harmful in precise-point-positioning. In this experiment we estimated ZWD at
various sites twice: Once with the new yaw attitude model (Bar-Sever, 1996) and once
with the old yaw attitude model (the basic ROCK model) that is still in use in many
geodetic software systems.

Assuming now that the TZD estimates obtained with the new yaw model are “truth”, and
subtracting these estimates from estimates obtained with the ROCK yaw model, there me
many cases where the differences significantly exceed 1 cm. Figure 5 depicts examples for
FORT and BR~U. TZD values for BRMU (after subtracting the mean), estimated without
the yaw model, are also presented in Figure 1 in order to demonstrate that the peaks in the
error figure are indeed associated with anomalous features in the estimated value. All the
peaks in Figure 1 correspond to epochs of observing an eclipsing satellite during its yaw
maneuver. These errors may be unacceptably large for some applications. Errors in TZD
are equivalent to errors in ZWD.
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Fig. 5. Efiects of omitting the GPS yaw model on estimates of total troposphere zenith
delay (lZD) for FORT and BRMU. Estimates of 7ZD with the full  yaw model (with
estimated yaw rates) are considered truth. Top: TZD errors for FORT. Middle: TZD errors
for BRMU.  Bottom: estimated TZD for BRMU after a mean of 2.6 m was taken out and
when GPS yaw model was not used. The arrows indicate the anomalous features of the
estimates that correspond to the peaks in the error middle  figure.

EXTRACTING A SIGNAL FROM THE POST-FIT RESIDUALS

It is a common notion that some tropospheric signal is still present in the carrier phase post-
fit residuals. In order to test this notion and its utility for ZWD retrieval, post-fit residuals
from receiver-transmitter links with elevation angles greater than 60 degrees were added to
the estimated ZWD. If more than one link exists at an epoch, the residuals from all the links
were averaged. Crude editing was used to exclude residuals larger than 8 mm. The
“corrected” ZWD estimates were then compared to the WVR estimates. This experiment
was carried out for the 15 degrees elevation cutoff case (that had a large bias wrt the WVR
estimates) and for the 7 degrees elevation cutoff case. The results are summarized in Figure
6. Epochs for which no corrections were available were removed from the statistics.
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When residual corrections were applied, the biases with respect to the WVR estimates
decreased in both cases, more so for the 15 degrees elevation cutoff case. But in both cases
the RMS increased. For the 15 degrees elevation cutoff case the bias decreastxl  for each
individual day out of the 18 days in August. In the 7 degrees elevation cutoff case the bias
decreased on most individual days. These results support the notion that there is
tropospheric signal in the carrier phase post-fit residuals but they also demonstrate that
there is a considerable level of noise there. The noise level in the correction may be reduced
perhaps, with a more sophisticated editing scheme, but them is no doubt that there is not
enough signal in the post-fit residuals to offset the large bias in the estimates. Low
elevation angle residuals, though, could be more useful in correcting line-of-sight wet
delay because they are expectul to contain larger tropospheric signal, in proportion to the
larger air mass the signal &averses.
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Fig 6. E#ects of aakiing  “zenith” residuals to ZWD estimates on the difference between the
GPS-based  estimates and the WV. estimates.

NEAR REAL TIME ESTIMATION STRATEGIES

To serve as useful input to numerical weather prediction models, the GPS-based  estimates
of PWV would need to be available within several hours after the data have been collected.
In contrast, GPS-based PWV estimates described in the previous sections were produced
using precise GPS orbits and cl~k obtained by processing data from a global network of
-30 GPS receivers and are available 2-4 days after data has been collected. Therefore, it is
currently not possible to use precise GPS orbits and clocks as the basis for a system to
provide NRT PWV estimates. For this reason, we have investigated the use of “predicted”
GPS orbits as an alternative. It should be clear that the results cannot be as accurate as
those obtained with precise orbits and clocks. The minimal level of accuracy demanded
from the NRT PWV is application-dependent and has not been established yet. In this
study, rather arbitrarily, we set the accuracy goal at 2 mrn RMS for PWV (approximately
12 mm RMS for ZWD).
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The degradation in the quality of the predicted orbit causes, in turn, a degradation in the
quality of the ZWD estimated (Figure 8). It is desired, therefore, that the prtxliction  period
be minimized. If orbit errors are potentially too large, a third station can be brought in. The
three-station differential solution has enough data strength to adjust the GPS orbit.
Moderate baselines between all three stations should be maintained for best results. (Figure
9.)
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Fig 8. The efiect of GPS orbit prediction period on the accuracy of the PWV estimates.
The “0 dry” graph corresponds to estimates obtained with precise GPS orbits and clocks
and no prediction. The “1 day” graph corresponds to estimates obtained using GPS orbits
predicted 24 hours, The “2 day” graph corresponds to estimates obtained using GPS orbits
predicted 48 hours.

In NRT applications data will arrive at the processing center in small batches. If the batch
length is too short there will not be enough data to resolve the ZWD properly, given the
temporal correlation of the troposphere delay mcxlel. In our test. a minimum of three hours
was required to resolve the ZED reasonably well (Figure 10).
possible with proper initialization of the covariance matrix
previous batch,

“Processing short batches is
with the covariance  of the
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The predicted GPS orbits used in this study were obtained by fitting an orbit to four
consecutive days of precise daily solutions, adjusting for 6 epoch state parameters and eight
additional empirical parameters. The solution was then extrapolated forward using the
satellite’s dynamics. Orbit error increased quadratically, in this scheme, up to a level of two
meters RMS after two days.

Because of Selective Availability (SA) satellite clocks cannot be extrapolated. Hence the
need to estimate them (or difference them out). This requires the simultaneous processing
of at least two ground stations. We have found that, under certain circumstances, no more
than two stations are needed. This forms the simplest scheme for NRT retrieval of ZWD.

When one clock is held as a reference it is possible to solve for the other station clock as
well as the ZWD for both stations, and all observed GPS clocks, with a technique
equivalent to double differencing. This technique imposes some constraints on the selection
of the second station. One of the stations is considered the target of the ZWD estimate. The
other is brought in to provide clock resolution. Its ZWD may, or may not, be desired. The
two stations should not be too far apart. If they are, they will fail to form enough double
differences. They should also not k too close. If they are, the normal equations will tend
to be singular and troposphere at the two stations will be strongly correlated. We have
found that separation of 200 km -1000 km usually works well (Figure 7).
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Fig 7. The efiect  of site separation on the accuracy of GPS-based PWV estimates. The
JPL-PIEI  distance is -1000 km while the JPL-AOAI  distance is -60 km. The ‘~recise”
results are those obtained using post-processed GPS orbits and clocks rather than predicted
orbits.
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The degradation in the quality of the predicted orbit causes, in turn, a degradation in the
quality of the ZWD estimated (Figure 8). It is desired, therefore, that the prediction period
be minimized. If orbit errors are potentially too large, a third station can be brought in. The
three-station differential solution has enough data strength to adjust the GPS orbit.
Moderate baselines between all three stations should be maintained for best results. (Figure
9.)
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Fig 8. The efiect of GPS orbit prediction period on the accuracy of the PWV estimates.
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and rw prediction. The “1 day” graph corresponds to estimates obtained using GPS orbits
predicted 24 hours. The “2 day” graph corresponds to estimates obtained using GPS orbits
predicted 48 hours.

In NRT applications data will arrive at the processing center in small batches. If the batch
length is t60 short there will not be enough data to ~esolve the ZWD properly, given the
temporal correlation of the troposphere delay model. In our test, a minimum of three hours
was required to resolve the ZED reasonably well (Figure 10).
possible with proper initialization of the covariance matrix
previous batch.

Processing short batches is
with the covariance  of the
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when estimating PWV values. The two station case used JPL and Pietown,  and the three
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Fig 10. The ejfect  of decreming the span of the data on the accur~ of GPS-based
estimates of PWV. These results were obtained from data recorded at the JPL and Pietown
sites.
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Ionosphere Maps - A New Product of IGS ?
- Summary -

J. Feltens

EDS at Orbit Attitude Division, ESA, European Space Operations Ccntrc,
Robert-Bosch-Str. 5, D-64293 Darmstadt, Germany

The IGS workshop in Silver Spring was the first IGS workshop where a sub-session was dedicated
to the ionosphere. The sub-session’s aim was to find out how ionosphere products could enter into
the IGS service palette. In preparation for this IGS workshop an intercornparison  of ionosphere
products computed at the different Analysis Centers was organized to provide material for the dis-
cussion.

A position paper was prepared by J. Feltens, and it was agreed between the different Analysis Cent-
ers to concentrate in each of their presentations on a special aspect that is relevant to the develop-
ment of a common IGS product. Accordingly, the topics of the distinct presentations were widely
spread:

●

●

●

●

●

●

The presentation of CODE concerned the long-term analysis of routinely produced ionosphere
maps and experiences made.

The presentation of UNB provided an analysis of the effect of shell height on high precision ion-
osphere modeling.

The presentation of JPL dealt with global ionosphere mapping using GPS.

A second presentation of JPL pointed out the relevance of GPWMET data
Iing, namely for ionospheric profiling.

for ionosphere mode-

The presentation of DLR showed comparison results of GPS-derived  TEC maps with independ-
ent ionospheric probing techniques.

The final presentation, that of ESOC, condensed the first results that came out of the intercompm-
ison and jointed  out related aspects of software developments at ESOC.

During the discussion that followed the presentations, four points crystallized out as the most impor-
tant for next steps to progress. These points are listed in the following sections:

1 Completion of the 5 weeks intercomparison

The intercomparison is not yet complete in two aspects:

1 ) Until now only a general comparison was made to verify overall agreement between the iono-
sphere products that were computed at the different Analysis Centers. However, a detailed look
has still to be made to find out reasons for systematic trends in disagreement and for high levels
of disagreement and abnormal behaviour that appeared sometimes. Explanations must be found
for those phenomena. Based on the knowledge earned from this closer analysis, repetitions of
processing under changed conditions may become necessary, at least for representative parts of
the 5 considered weeks.
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2) Some Analysis Centers did not deliver their results for all 5 weeks yet; they should complete their
products.

Finally it was agreed that the intercomparison  should be completed within the next few months.

2 Agreement on common standards

The intercomparison  showed, that a lot of different assumptions are made in the ionosphere process-
ing at the different Analysis Centers. To achieve a unique IGS product, general standards must be
agreed upon among the different Analysis Centers. Relevant topics that were identified in this direc-
tion are:

●

●

●

●

●

●

●

●

●

✎

●

An official ionosphere product format (IONJ3X) must be defined.

A common reference frame (probably solar-magnetic) should be agreed upon.

A reliable thin-shell elevation angle mapping function should be investigated for, since this could
be a significant source of error (e.g. for the discrepancies detected in the satellite/receiver differ-
ential delay values between the Analysis Centers - as first intercomparison  results show).

A common ionospheric shell height should be agreed upon which would possibly take into
account the temporal and spatial variation of the ionospheric shell height.

A common elevation cutoff angle might be agreed upon.

It must be found out in which form ionosphere products shall be provided to the IGS user com-
munity, e.g. VTEC values in the form of maps or in the form of model coefficients (VTEC maps
in a geographic grid were favoured - model coefficients would necessitate providing also the ref-
erence frame). Does it make sense to distibute also differential delay values to IGS users (the
majority opinion was not to distribute them)?

Of the many mathematical models that are currently used only a few should be favoured for pre-
senting global, regional and local VTEC.

Grid distances must be agreed upon. Grid sizes must be selected so that no interpolation will be
necessary to compare different VTEC maps (e.g. 3 degree grid size for global models and
1 degree grid size for regional and local models).

T]me delays in providing products and update times must be agreed upon (near-real time process-
ing will be an important aspect).

Some accuracy measures must be defined to give information about the VT13C map reliability. It
is very essential that the GPS-derived  VTEC maps are also verified regularly with respect to
independent ionosphere probing techniques over a wide spread geographical area.

Criteria, e.g. on weighting, must be defined on how to combine the VTEC maps of the different
Analysis Centers to produce one official IGS VTEC map that will be provided to the IGS users.

The most efficient way to come to common standards is to delegate certain topics of the above list to
dedicated working groups which will work out a proposal for the topic entrusted to them. Each pro-
posal will be presented to the other groups for agreement. E.g. representatives of two Analysis Cent-
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ers will have the task to work out a concept of the IONEX format, while members of other Analysis
Centers will establish a proposal for a common reference frame. Then the proposals will be ex-
changed to achieve overall agreement. Once agreement is obtained, corresponding software should
be exchanged between the Analysis Centers. This method will have two benefits: 1) Not everybody
must take care of everything - which saves working time. 2) By the exchange of software it is en-
sured that everybody uses the same standards, e.g. for the coordinate transformation to transform
into and out of the solar-magnetic reference frame, or to produce identical 1 y formatted IONEX files.

3 Continuation of e-mail discussion of results & coordination
of future work

Considering the above two Sections 1 & 2, the e-mail discussion should be continued in two corre-
sponding directions:

1 ) The analysis and interpretation of the intercomparison results shall encircle weak points in current
ionosphere modeling and remove them.

2) Regarding the aspects stated under the above Section 2, and considering the experience that
comes out of the intercomparison, common standards and requirements for each product must be
defined.

Responsibilities for the Analysis Centers should be defined, depending on their experiences and in-
terests. A timetable should be worked out for the different tasks to perform.

4 Preparation of a pilot phase in which ionosphere products
are processed under pre-operational  conditions

When tasks stated in the above Sections 2 & 3 are completed, a pilot phase shall be prepared in
which ionosphere products are computed at the different Analysis Centers and combined into a com-
mon IGS product under quasi-operational conditions. This will also necessitate the establishment of
related software. Once this works, the next step after this pilot phase will then be the routine process-
ing and the official distribution of ionosphere products, i.e. making the ionosphere information really
a new IGS product.

Additional remark

Additional input for the discussion in form of an e-mail message was provided by DLR, since no one
from that Analysis Center could attend the IGS workshop. And there is one important remark in this
message that was not covered in the above four sections:
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● The designation “ionosphere models” in relation to the GPS-derived  VTEC maps may create
confusion, since they are not “models” like IRI or Bent, etc. “TEC mapping” or “ionospheric
TEC information” are better expressions.



DAILY GLOBAL IONOSPHERE MAPS BASED ON
GPS CARRIER PHASE DATA ROUTINELY PRODUCED BY

THE CODE ANALYSIS CENTER

Stefan Schaer,  Gerhard  IIeut]cr,  Markus  Rothacher,  Timon A. Springer
Astronomical Institute, University ofllcrnc

CII-3012 IIcrn, Switzerland

ABSTRACT

l’he Center for Orbit I)etermination  in E;urope (CO])]’;)  -- one of the Analysis Centers of
the International GI’S Service for Geoclynamics  (IGS) - produces orbits, I’~arth orientation
parameters, station coordinates, and other parameters of geophysical interest on a daily
basis using the ionosphere-jrec linear combination of the doubly difference C41’S carrier
phase observations.

Since January 1, 1996, daily global ionosphere maps are routinely estimated as an addi-
tional  product by analyzing the so-called geonietry-free linear conlbiuation,  which contains
the information on the ionospheric refraction. “J’he  ‘1’otal l+lectron Content  (’I’I+K!) is  de-
veloped into a series of spherical harmonics adopting a single-layer model in a suwfixed
reference frame. For each day a set of ‘J’I’X coefficients is determined which approximates
the average distribution of the vertical ‘1’FX! on a global scale.

After re-processing  all IC;S data of the year 1995, a Iong-time series of ‘1’IW parameters is
at our disposal indicating that reasonable absolute ‘1’FX determination is possible even when
applying an interferomet  ric processing technique. The global ionosphere ]naps produced are
alreacly  used in the COJ)E  processing scheme to improve the resolution of the initial carrier
phase ambiguities. Spaceborne applications (e. g. altimetry) may benefit from these rapidly
available TEX maps. l’or ionosphere physicists these maps arc an alternative source of
information about the deterministic and stochastic behaviour  of the ionosphere, that may
be correlated with solar and geomagnetic indices and conlpared  to theoretical models.

CODE TEC MAPPING TECHNIQUE

I,et us briefly review the q’h;~ modeling features as c]eveloped  by (Wild, 1994) and those
currently used by the C! ODE  Analysis C!euter  for the global (and regional) applications.
GPS-derived  ionosphere maps are based on the so-called single-layer or thin-shell model
with a simple mapping function. It is assumed that all free electrons are concentrated in
a. shell of infinitesimal thickness. ‘1’he height of this idealized layer is usually set to the
height of the maximum electron density expected. Furthermore the electron density E --
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the surface clcnsity of the layer is assumed to be a function of geocentric latitude /? and
sull-fixed longitude s.

‘1’he local ionosphere moclcls  presentml by (Wild, 1994) were described with a two-
dimensional Tay]or series expansion. Such local ‘J’1’X models have proved their usefulness
on many occasions. Nevertl~eless,  this ‘1’]’](;  representation is not well-suitecl  for glolml  mod-
cls because of limitations in the (~, s)-space. Therefore we decided to develop the global
TNC into spherical functions. We write the surface density 11(/3,s)  representing the ‘1’EC
distribution on a global scale as

nrllax fl _
Jj(b, s) = ~ ~ l~,r,, (sin /3) “ (a,,,,, cos ms + b,,,,, sin TM) with f C [I!i, ti+l] (1)

!1=0 nl=o

where

Il,,,ax is the maximum degree of the spherical harmonic expansion,

P is the geocentric latitude of the intersection point of the line receiver- satellite
with the ionospheric layer,

s = t + ~ – T is I,lle ~llean sun-fixecl  ]ongitucle of the ionospheric pierce point, which cor-
responds to the local mean solar time neglecting an additive constant rr (or
12 hours),

t is the [Jniversal Time Url’ (in radians),

A is the geographic longitude of the ionospheric pierce point,

[t.i, ti+~] is the specified period of validity (of model number i),

F,,,,, = A (n, m) . 1~1,,1 are the normalized associated I,egend  re functions of degree n and
order  I~L based on the normalization function A (n, m) and the unnormalized
I,egendre  functions 1{3,,,, and

a i!)?hllk  7 13?11 are the unknown ‘1’ltC  coefficients of the spherical functions, i. e. the global
ionosphere model parameters to be estimated.

Another essential modification of our ‘1’IW measurement technique has to be en]phas-
ized. ‘1’he CO1)E Analysis Center  of the IGS produces precise orbits and 141arth  orientation
parameters on a daily basis by analyzing the ionosphere-free linear conlbination  of doubly
difference phase observations. As a result oft his, cycle-slip-jw  portions of L‘1 and 1,2 phase
observations are readily availal)le  for every day. Consequently the zero-difference observable
was replaced by the double-difference phase observable due to operational considerations.
We are fully aware of the fact that by using douhk- instead of zero-differences we loose
partsoft  heionosphericsi  gnal, but wehavet headvantageof  clc[(~~ot~scrvatiolls.  Moreover,
we are not affected by the degradation of the code measurements under the regime of Anti-
Spoofing (AS). This advantage may be “lost” when the next generation of precise code
receivers will become available. ‘1’0 get niore information about the “new’” ~’1’X; mapping
technique we refer to (Schaer et al., 1995).
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IMPLEMENTATION INTO THE CODE PROCESSING SCHEME

The computation of Global lonosphcm  Model (GIM) paramctcws has been completely ill-
tcgratcd  into the ]Icrnese GI)S Software (liothacher et al., 1996a). The scripts to automate
the GIM production were prepared at the end of 1995.

Since tJanuary 1, 1996, the CJIM estimation procedure is running in an operational mode.
Several GIM products are derived every day (Rotha.cher et al., 1996b):

(i) Atnbiguity-free one-day GIMs arc cstin~atcd right prior to the ambiguity resolution
step. ‘1’hese GIMs arc subsequently used to improve tl~c resolution of the initial carrier
phase ambiguities on baselines up to 2000 kilometers.

(ii) Improved GIMs (ambiguity-f lxcd, with single-layer heights cstin~atcd) arc derived after
ambiguity resolution.

At present, the GIM files containing the ‘llllX  coefficients for onc day arc available with a
delay of 4 days.

The main characteristics of the daily GIMs produced by the (20111’1  Analysis Center ]llay
bc summarized as follows: ‘J’hc gcon?etrg-free linear combination of double-cliffcrcncc carrier
pha.sc observations is processed pcrforn]ing  a lea.st-sq  uares adjust tncnt of the observations
of the complete IGS network to extract the global  ‘J’1’X inforn]ation.  Onc observation epoch
pcr 3 minutes is processed using an elevation cut-off angle of at present 20 degrees. Note
that ---- even under AS no restrictions concerning rcccivcr types or satellites ha.vc to
be made in our approach. The global ‘1’I’X dist ribut,ion is rcprmentcd  over 24 hours by
spherical harmonics up to clegrcc  8 in a gcograp]lical rcfcrcllcc frame which is rotati]]g  with
the mean SuI1. We adopt a spherical ionospheric shell in a height of 400 kilolnctcrs above
the lkth’s mean surface.

Ijct us mention that we estimate furthermore regioml  ionosphere maps for II}l[ropc  based
on about 30 l’;uropcan  lGS stations in a fully automatic Hlodc since l)cccmbcr  1995. ‘1’hese
ionosphere maps arc usccl  ill the processing sche]nc  of tllc l’;uropcan  cluster to support the
Quasi-Ionosphere-Free (QIIJ) ambiguity resolution strategy, too. A description of the QliI’
strategy is given in (Mervart  and Schacr, 1994) aI~d (Mcrvart,  1995). ‘1’lle ]Ouropcall  ‘1’I+;c!
maps arc not discussed in this article.

Re-Processing of the Year 1995

Suppor t ed  by  the  13crnesc l’roccssing  F;nginc  (lll’ll;), six paraltcl C;l>tJs, and a powerfu]
data archive systcm, the rc--proccssillg  of the entire IGS data set of the year 19!35 C;lM
J]roducts only - could bc performed without nlajor  problems within eight days.

LONG-TIME SERIES OF DAILY GLOBAL IONOSPHERE MAPS

At present (March 1996), tllc C;OI)l!  Analysis {;cntcr  is processing the data of about 75
globally distributed stations of the world-wide G I’S tracking network of the [(;S. F’igurc 1
shows the stations USC(I  by COI)141.
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Figure 1. 1(;S stations used by <X)11141 in 1996.

}\fter r(:-processillg  all 1({S data of the year 1 !395 and gathcrimz already  mmcratcd  1996.,
<;lMs, we Illay interpret a Iollg-tilue  series of daily global ionosp!lerc  n]aps covering a time

. .

span of ’127 days, frol~l day 001, 1995 to $Iay 002, 1 !396 (G I’S weeks 782 to 842). ‘1’his
(JIM series  is rcprmwntcd  by thousands of parameters, hetlcc wc have to lililit  tIic followi[lg
discussion to few spcciai ‘1’FX; parameters, only.

Important TEC Parameters Describing the Deterministic Part

Wc already  showed in (Schacr ct al., 1 9%5) that the zero-degree ‘1’lW cocfficicat aoO may bc
illtcrprctc(l  as tlIc Iiiwin  TJ;C }1,, pcr square mclx’r  which can he easily  convcrtcd  to the total
numl~er  of ionospheric clcdrons  ill the shell. For that reason the quantity J!O is au cxcdlcat
parametlcr  to mIIghly describe the dctcrlllirlistic  par~ of tlic ionosplmc.  Y’igure 2 brings the
evolution of the global ‘1’lIW into focus showing the nwaa  ‘1’IK! I;. and,  in addition, the
n~axirnunl  ‘1’I’X which has also IJCCII extra.c.tcd from tlic {Xll)l’;  GIMs. 7’ltc ‘J’l~X! values arc
given in so-called ‘1’IW U]]its (’1’ECLJ), where 1 ‘J’IIKW  corresponds to 10IG free electrons Pcr
sqllare meter. ltcmcmbcr  that our one-day (;IMs  approxiniate  all average ‘1’l’X~ distribut,iorl
over 24 hollrs, hcncc ollr ]naximun~  ‘1’I’X;  values have to lw interpreted accordingly. ‘1’he
tl]rcc non-AS periods within the tilnc period col]sidercd  are i]ldica.tc(l  by dasllcd lines.
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Figure 2. A4mirnwn  and mean ‘l’EC! extraclcd  from the CX)l)l;  GIMs roughly describing
I,he deterministic part of the ionosphcrcc
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Figure 3. (a) zero-dcgrcc ‘J’EC cocficicnt  a{)O  (mcat~ “1’I’X l;.) and (b) I,llc first-degree
coe~lcicnt, alo which mainly describes the zonal  variation.

F’igurc 3 shows two special ‘1’1’X parall~etcrs of the GIN] representation (1) nan)cly  the
cocfflc.icnts  ao o  and nl o. q’hc zero-dcgrcc cocfhci~llt  aoo Whidi  corrcsJlollds  to the recall
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‘J’NC & already shown in l’igurc 2 is plotted in a largm scale hem. ‘1’he  variatio]]s of the
lllean ‘1’1’X even under low-activity co]]{ litions is quite impressive. Minima and maxima
correspond to 6.8 and 18.0 ‘1’KU  respectively, or, expressed in number  of free electrons,
to 3.9 . 1031 and 1.030 1032 frcw electrons. ‘1’hc  first-degree coeflicicnt  a10 which describes
the latitudinal variation of thc,globa.1  ‘I’E[; (listrilJl]tioll  is shown in l“igure 3b. ‘1’he  annual
variation caused by the inclil]ation  of the equatorial plane with respect the ecliptic plane
may bc seen easily.

A newer example of a COIllt  GIM (with 64 contributing stations) given in the solar-
geographical coordinate systeln is shown in l’igure 4, where the latitude range covered is
iaclicated  by two dashed  lines. Each individual ({ lM is parametrized with 81 ‘1’IW coeffi-
cients.

Veriical  Total Electron Conlent in TECU

‘“P-- ‘  - - < - - - - ’ - - - - - ’ - - - - ’  - - - - >  ‘---’l

_2:8~+-~’ss  -- - - : - :’ > -  -t -- - -  j
-90 -45 0 45 90 135 180

Sun-fixed longitude in degrees

Figure 4. ~;lobal  ionosphere Map ((~lM)  for day 073, 1996.

Derivation of Mean Ionosphere Maps

I,ct us extract mean ionosphere maps c. g. monthly maps from our daily results. SUch
I]laps lnay be easily derived hy averaging the ‘1’lW cocffic.icnts  a,],,, and L,lml over certain
time periods. An example is given  in l’igurc 5. Mean GIMs primarily contain average T1N3
in for[nation as visualixcd in IJigurc  6 which sltows an equatorial cross-section of the Inean
‘1’1~~ structure of l“igure  .5 and in addition tile temporal derivative of J’(O, t). 1 lere we may
recognim for instance that (a) bctwccn tllc cnd of evening twilight and the beginning of
nlorning  twilight the zenith ‘1’I’X:  is statistically decreasing with more or less a constant
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rate or that (b) the maximum ‘1’lW is
confirming a well known phcnomw]oll.

rcachml  at about  2 hours after  midday on average,

Verlical Total Electron Content in TECU
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Figure 5. Mean global ionosphere mapaveragedover all 427 days (61 weeks).
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Monitoring of the Stochastic Part

At prescut  only ouc parameter describing t,hc “agitation” of the icmosphere  is at our disposal,
namely the a postcriori  RMS error  of unit weight of the least-squares adjustment, which
mainly reflects the iollos])tlere-illclllce(l  noise of the geometry-free phase observal~lc caused
by ionospheric disturbances. ‘1’hc  resulting RMS wallles  col]vcrteclfrol]l  mctersto unitsof
‘J’ECUareshowuin l’igure7.  Notice that wccannotdctcct  any jumpsin  thee volutionof
tllis~l~]al]tity  at tllcl~o~l]~(larics  of tl~etl]rcc  ]]ol]-AS ]~crio(ls  ill(licatc{l  by clasllccl  lil~cs.’l’llis
fact agaillc  ollfirt]~st  llattl~e(l l[alityof  C0l)F;Cl1Msis  not afrcc.tcdby  Anti-Spoofiug.
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Figure 7. RMS indicator, c.llaracterizing t,lIc stochastic part of the ionosphere on a global
scale.

Estimation of Global Shell Heights

We mcilt,ioncd already that wc also derive global  iouospherc  models wllerc in addition to
tlicrl’ll(;  cocfflcicnts  theshcll  l~ciglit of the ionosphere is set up as an unknown parameter.
In this casethc  parametcre  stiulation problcnl is nolougcr  alincarouc,  which mcaus that
we have to improve the GIMs iteratively starting froln an initial a(ljustnlcut.  Our daily
estiulates  of the shell height arc shown in l“igurc 8. g’he dotted line iudicates  the a priori
value used and tltc solid line shows a linear approxilnation  which lies significantly above the
400-kilometer Icvel  generally adopted. Wc recognize a small linear trend, but this should
bc intcrprctcd  with care because it is based on atrivial  shell height model and a mapping
function which has to be rcfiued. c{cncral  cousidcrations  conccrniug  the shell l]cight  nlay be
fouudin  (I<ollljatlly  all(l Ijallglcy,  1996).
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Figure 8. l)aily  estimates of a commoa shell height.

Correlation With Solar and Geomagnetic Indices

We may now correlate our ‘1’I’X c.oc~lcient series  with solar and gcomagt~et,ic  indic.m like
Sunspot titlT)ther,s  ol(trr(t(liof l(ixllt4rrlhcr,  I<pindm, A]) index, etc. ‘J’his has not been done
in detail  yet, but we may summarize that

(i)

(ii)

(iii)

(iv)

the d o m i n a n t  cloublc  peak within the  ti]nc span analyzed (SW ]Jigurcs 2 aIIcl f)a.) i s

recognizable in solar and geomagnetic paramcterserics  as well (see Pigures 9t) to %),

the timcsof  increasing ordccrcasing  mean ‘1’FX! arc highly correlated with the ti]nes
where the solar activity level changes (see IJigures  91J aud %), .

when performing a spectral analysis the cvolutiol)  of tile mean ‘J’I’X snows a prollli]lellt
period of 25 to 3(I days wllic.h  coll~cs  from the differential rotation of tile Sun, and

our RMS indicator (see Pigure  7) representing the stochastic Ixdlaviour  of the iono-
sphere seems to be we]] correlated wit]] t,l]c A p index wl]icll  characterizes tl]c activity
of the geomagnetic fiel(l.

P’inally t h e  GPS-derived  nlcau ‘1’I’X!  IJo and follr
tained  from the National Geophysical l)ata thtm,
in IJigure  9.

solar  a]i(l geonlagnetic  paranlctcrs  ol)-
IIouldcr, {~olorado,  (JSA are COI]IIXUWC1
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CONCLUSIONS AND OUTLOOK

The global  IC;S core network of permanently tracking clual-frequency GPS  receivers provides
a unique opportunity to  continuously monitor the Vertical Total Electron Content, on a
global  scale. A first long time series of ‘1’EC parameters indicates that absolute ‘1’14X2  deter nl-
ination  is possible even when applying intcrjerometric  processing techniques. The C01115
Analysis Center of the IGS shows that the production of Global Ionosphere Maps (GIMs) in
an automatic  mocle is possible even under Anti-Spoofing (AS) conditions. No restrictions
concerning receiver types or satellites have to be observed in this approach. If we support
t be global  QIF ambiguity resolution using our one-day G lMs, the number of resolved ambi-
guity parameters is significantly higher. Since January 1, 1996 &5% instead of 75% of the
ambiguity parameters are resolved.

GIM files containing the global ‘1’14;C information in an internal data format are available
via the anonymous FTP server of the Col)l! processing center starting with January 1, 1995.
Regional ionosphere maps for Europe routinely generated since Jlecember  1995 are available
on special request. If there is an interest in rapid GIMs, we might consider to establish such
a service as part of our rapid orbit service. These C;IMS (with less contributing stations)
could be made available with a delay of about 12 hours, only.

At present one may not speak of a high degree of consistency of ionosphere maps produced
by several groups analyzing CJPS data, therefore TEC comparisons within the IGS and
other interested organizations are necessary. Spaceborne applications like e.g. altimetry
experiments might be used to validate GI)S-derived  ionosphere maps, too. Another essential
asJ}ect for the future development is an interface between the IGS and the ionosphere
research community. We foresee that with high J)robability  the IGS will be heavily involved
in the ionosphere research area.

Monitoring the spatial and temporal variability of the stochastic part of the ionosphere by
analyzing the time-derivative of phase observations using similar methods as for the global
TEC determination will be our focus in the near future.
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ABSTRACT

The dispersive nature of the ionosphere makes it possible to measure its total electron content (TEC) using
dual-frequency Navstar  Global Positioning System (GPS) observations collected by permanent networks of
GPS receivers. One such network is that of the International GPS Service for Geodynamics (IGS).  UNB
has participated in an ionospheric experiment along with other ionospheric research groups under the
auspices of the IGS and European Space Agency’s European Space Operations Centre  (ESA/ESOC). A 5
week long period of dual-frequency GPS measurements collected by IGS stations was designated as a test
data set for the different research groups to analyse  and produce TEC values and satellite-receiver
differential delays. One of the primary goals of the experiment was to analyse the effect of geomagnetic
disturbances on the ionospheric products. We have used dual-frequency GPS pseudorange and carrier
phase observations from six European stations in the IGS network to derive regional TEC values and
satellite-receiver differential delays.

In an earlier study we concluded that after processing data from 6 European stations collected over a 7 day
period (the first 7 days of the ionospheric experiment organized by ESA/ESOC), we were able to follow
highly varying ionospheric conditions associated with geomagnetic disturbances. We investigated the
effect of using different elevation cutoff angles and ionospheric shell heights on the TEC estimates and
satel Iite-receiver  differential delays. These results pertaining to GPS week 823 have been presented earl icr
[Komjathy and Langley, 1996]. In our current research, we used 21 days’ worth of data in a continuation
of the study mentioned earlier with a more rigorous approach for ionospheric shell height determination
which has been derived from the International Reference Ionosphere 1990 (IR190) [Bilitza, 1990]. We
looked at the effect of using ionospheric shell  heights fixed at a commonly used altitude (400 km) on the
TEC and differential delay estimates. We found differences in the differential delays between the two
approaches of up to the 0.3 ns ( = I total electron content unit – TECU) level and differences in the TEC
estimates up to the 1 TECU ( = 0.16 m delay on LI ) level. We also compared our differential delay
estimates with those obtained by other research groups participating in the experiment. We found
agreement in the differential delays between three analysis centers at the 1 ns level.

INTRODUCTION

The electromagnetic signals from the GPS satellites must travel through the earth’s ionosphere on their
way to GPS receivers on or near the earth’s surface. Whereas these effects may be considered a nuisance
by most GPS users, they will provide the ionospheric community with an opportunity to use GPS as a tool
to better understand the plasma surrounding the earth. Dual-frequency GPS observations can be used to
eliminate almost all of the ionosphere’s effect. To correct data from a single-frequency GPS receiver for
the ionospheric effect, it is possible to use empirical models. We arc conducting an on-going study to
assess the accuracy and efficacy of such models.

We dceided to include the new IR190 model [Bilitza,  1990] in our ionospheric research after Newby
[1992] investigated the International Reference Ionosphere 1986 (IR186) model’s performance. Earlier we
used Faraday rotation data as “ground-truth” with which wc compared the vertical ionospheric range error
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corrections predicted by the Broadcast model of the GPS navigation message [Klobuchar,  1986] and the
IR190 model. For low solar activity, mid-latitude conditions we concluded that based on the comparison
between the Broadcast and IR190 models, both for day-time and night-time periods, the IR190 model
appeared to be more accurate than the Broadcast model [Komjathy et al., 1995a ; 1995b].  Since data from
the GOES geostationary  satellites that would provide the Faraday rotation measurements for use as
“ground-truth” is no longer readily available, we have decided to use dual-frequency pseudorange and
carrier phase GPS measurements to infer ionospheric TEC.

Early studies used single station observations to estimate the line-of-sight pseudo-TEC  which is the sum
of the satellite-receiver differential delays and the actual line-of-sight TEC (e.g., Lanyi and Roth [ 1988],
Coco et al. [1991]). Recently the ionospheric community started applying multi-site fitting techniques to
produce global and/or regional ionospheric maps with more accurate TEC and differential delay estimates.
These ionospheric maps and differential delays are becoming freely accessible on the Internet. As an
ionospheric observable, most research groups use a “phase-levelling”  technique in which the integer
ambiguity afflicted differences of the L1 and L2 (Ll -L2) carrier phase measurements are adjusted by a
constant value determined for each phase-connected arc of data using precise pseudorange measurements.
This technique is widely used to estimate ionospheric model parameters as well as satellite-receiver
differential delays (see, e.g., Gao et al. [1994], Sardon et al. [1994], Wilson and Mannucci  [1994], and
Runge et al. [1995]). It is also feasible to use double-differenced  L] -L2 carrier-phase observations to
estimate global or regional ionospheric models [Schaer et al. 1995]. The advantage of this latter technique
is that by using the double-differenced  ionospheric observable, one does not have to estimate the satellite-
receiver differential delays as they are difference away – although some of the resolution of the
ionospheric signal is eliminated during the process. A technique used by Bishop et al. [1995] infers TEC
and satellite-receiver differential delays by requiring maximum agreement between ionospheric
measurements when the observed paths of two satellites cross.

ESTIMATION STRATEGY

The estimation strategy we used is described in Komjathy and Langley [1996] in detail. In this section, wc
will briefly summarize the basic principles of our technique to help explain the recent improvements wc
made to the algorithm. We model the ionospheric measurements from a GPS receiver with the commonly
used single-layer ionospheric model using the observation equation:

I~(tk)= M(e~)”[a~),, (t, )+a,., (tk)”dU, + a~,, (tk)”dq~]+br+bs

where
I:(tk)
M(e~ )

is the L] -L2 phase measurement at epoch t ~ made by receiver r observing satellites,
is the thin-shell elevation angle mapping function projecting the line-of-sight measurement to the
vertical with e; being the elevation angle of satellites viewed by receiver r at the subionospheric
point – the intersection of the ray path of a signal propagating from the satellite to the receiver
with a thin spherical shell (see, e.g., Schaer et al. [1995]),

aor ~ al,r ! a2,r are the parameters for spatial linear approximation of TEC to be estimated per station
assuming a first-order Gauss-Markov  stochastic process [Gail et al. 1993],

d~r = N, – Lo is the difference between a subionospheric  point and the mean longitude of the sun,
dq~ = Q: – rp, is the difference between the geomagnetic latitude of the subionospheric  point and the

geomagnetic latitude of the station, and
b,, b’ refer to the receiver and satellite differential delay respectively.

The three parameters a~),r, a ,,,, a2,, in the above equation are estimated for each station using a Kalman
filter approach. The prediction and update equations for the state estimation are described by e.g.,



Schwarz  [1987], Coster et al. [1992] and van der Wal [1995]. Due to the highly varying ionospheric
conditions during the observation window processed, we allowed the model to follow a relatively high 1
TECU per 2 minutes change in the total electron content which resulted in the process noise variance rate
of change being 0.008 TECU2 / second characterizing the uncertainties of the dynamic ionospheric model.
For the variance of the measurement noise, we used 1 TECU2 - the assumed uniform uncertainty in the
observations.

We estimated the combined satellite-receiver differential delays for station Madrid. In a network solution,
additional differential delay parameters for the rest of the stations have to be estimated based on the fact
that the other receivers have different differential delays. Therefore, for each stat ion other than stat ion
Madrid, an additional differential delay parameter was estimated which is the difference between the
receiver differential delay between a station in the network and station Madrid. This technique is
described by e.g., Sardon et al. [1994].

We chose a solar-geomagnetic reference frame based on sun-fixed longitude and geomagnetic latitude
since the main reason for the ionosphere’s existence is the interaction of ionizing radiation (principally
from solar ultraviolet and x-ray emissions) with the earth’s atmosphere and magnetic field [Langley,
1996]. Furthermore, the ionosphere varies much more slowly in sun-fixed reference frame than in an
earth-fixed one. The use of such a reference frame results in more accurate ionospheric delay estimates
when using Kalman-filter  updating [Mannucci et al., 1995].

A parameter that affects the TEC estimation is the assumed height of the ionospheric shell which plays a
role in computing the coordinates of the subionospheric  points. It is also an input parameter of the M(e; )
mapping function (see equation). At this stage we use a simple l/cos(90°-  e: ) mapping function. Later on,
we plan on looking at other mapping functions that would reduce mapping function errors for low
elevation angle satellites. The single-layer ionospheric model assumes that the vertical TEC can be
approximated by a thin spherical shell which is located at a specified height above the earth’s surface.
This altitude is often assumed to correspond to the maximum electron density of the ionosphere,
Furthermore, it is usually assumed that the ionospheric shell height has no temporal or geographical
variation and therefore it is set to a constant value regardless of the time or location of interest. In
Komjathy and Langley [1996], we looked at the effect of different fixed ionospheric shell heights of 300,
350, and 400 km and also included variable heights computed by the IR190 model using F2 layer peak
heights. We found that at the 2 TECU level, the ionospheric estimates using these specified heights agree
depending on geographic location and time of the day. We also found that using different elevation cutoff
angles (1 5°, 20°, and 25°) had an impact on TEC estimates at the 2 TECU level. These results should be
considered only valid for the low solar activity conditions under which the estimates were made.

After the promising results of using the IR190 model for ionospheric shell height determination, we
decided to carry on with this investigation. In our current study, we use the IR190 model to compute even
more accurate ionospheric shell heights by integrating the predicted electron densities through the six
subregions of the lfU90 profile. Ionospheric shell height predictions were obtained upon reaching 50
percent of the predicted total electron content during the numerical integration procedure using a step size
of 1 km. We computed the predicted total electron content up to an altitude of 1000  km (see Figure 1),
consequently, plasmaspheric  electron content has not been considered at this stage but its effect should be
less than about 50 percent of the night-time total electron content near sunspot minimum [Davies, 1990].
The omission of the plasmaspheric  electron content has an effect primarily on the night-time TEC
predictions at the 2 TECU level. We believe that this method provides an even more rigorous approach
compared to what has been described in Komjathy and Langley [1996]. Note in Figure 1 that the predicted
ionospheric shell height is always slightly above the height of the F2 layer peak electron density since the
topside region of the ionosphere contains more electrons than the bottomside.  The predicted ionospheric
shell heights are used as input into our software for estimating TEC maps as well as satellite-receiver
differential delays.
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THE DATA SET

Along with several other research groups, weparticipated in an experiment toassess  the capabilities of
GPS data to provide TEC values. Organized under the auspices of the International GPS Service for
Geodynamics  (IGS) and the Orbit Attitude Division of the European Space Agency’s European Space
Operations Centre (ESA/ESOC),  the experiment involves the processing and analysis of a 5 week long
data set of dual-frequency GPS data from the stations of the IGS network (GPS weeks 823 through 827).
We have analysed  the GPS data sets from 6 of the European IGS stations. The stations are Madrid,
Grasse,  Matera, Brussels, Wettzell, and Onsala and are identified on the map in Figure 2. The differences
in geomagnetic latitudes of stations Madrid, Grasse, and Matera are less then 5 degrees, and 3.3 degrees
in the case of stations Brussels and Wettzell.  Therefore, we can identify three distinct latitude regions in
our test network (1. Madrid, Grasse,  Matera; 2. Brussels, WettzeH;  3. Onsala).  All 6 stations use Allen
Osborne Associates TurboRogue receivers.

We processed 21 days’ worth of data from the 6 stations spanning the time period 15 October to 4
November 1995 (GPS weeks 823, 824, and 825) during which a geomagnetic disturbance occurred
[NGDC, 1995]. The planetary equivalent amplitude of magnetic activity aP suggests that the magnetic
disturbance started on 18 October 1995 (day of year 291) and lasted for about 6 days until 23 October
1995 (day 296). The peak (aP = 111 ) occurred on 19 October 1995. The magnetic disturbance on day 292
affected the diurnal variation of the total electron content. The effect of this disturbance on our TEC
estimates has been discussed previously in Komjathy  and Langley [1996]. In that study we found that on
day 292, at stations Madrid, Grasse and Matera, the diurnal peak of TEC values increased considerably
compared to diurnal peaks for the previous days. On the other hand, for stations Brussels, Wettzell and
Onsala,  the GPS-derived TEC estimates show diurnal peaks with smaller size than the ones on the
previous days. Also, even though the magnetic disturbance started during European night-time, it only
caused a TEC increase (stations Madrid, Grasse, Matera) and decrease (Brussels, Wettzell)  on the
following day around noon (day 292). The fact that we detected at some stations a TEC increase and at
others a TEC decrease may suggest that the magnetic disturbance was moving equatorward which is a
well known feature of such disturbances [Davies, 1990].

Cylinder of cross-sectional area -1 m’
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1000km.

100km.
Receiver \

Figure 1. Illustration of ionospheric shell height
determination.

Figure 2. Locations of IGS stations used for data
analysis.
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RESULTS AND DISCUSSION

We used the PhasEdit version 2.0 automatic data editing program to detect bad points and cycle slips,
repair cycle slips and adjust phase ambiguities using the undifferenced  data. The program takes advantage
of the high precision dual-frequency pseudorange measurements to adjust L1 and L2 phases by an integer
number of cycles to agree with the pseudorange measurements [Freymueller,  1995]. Subsequently, a
modified version of the University of New Brunswick’s Differential Positioning Program (DIPOP)
package was used to estimate ionospheric parameters and satellite-receiver differential delays using a
Kalman  f i l t e r  a l g o r i t h m .

For our investigation, we. used the IR190-derived ionospheric shell height predictions as input into our
DIPOP-based  processor. As a first step, we computed the IR190 predicted total electron content by
integrating the predicted electron densities along the IR190  profile. A simplified version of the profile can
be seen in Figure 3 (for an explanation of the symbols, see Hakegard [1995] or Bilitza  [1990]). Secondly,
we used these TEC predictions to integrate the electron densities along the profile again. This time, the
goal was to determine the height at which 50 percent of the total electron content was reached. We did
this for all six stations we used for data processing for the 21 days under investigation. As an example, we
have plotted the predicted ionospheric shell heights for day 288 in Figure 4. We can clearly see a diurnal
variation of the IR190-derived ionospheric shell height. The shell height seems to peak at night-time
values of about 400 km and goes down to day-time values typically at the 300 km level. Diurnal curves
were plotted for all 6 stations for day 288. There are noticeable differences from station to station even
under the current low solar activity conditions. The spatial variation of the ionospheric shell height in our
regional network for GPS weeks 823 to 825 was between 10 and 30 km depending on the time of the day.
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Figure 3. IR190 profile (afterHakegard,[19951). Figure 4. The diurnal variation of the ionospheric
shell height.

For a better understanding of the magnitude range of varying ionospheric shell height, we computed the
predicted ionospheric shell heights for high (year 1990), medium (year 1992) and low (year 1995)  solar
activity conditions. In Figure 5, we plotted the diurnal curves for the two stations that are furthest apart in
our network: stations Madrid and Onsala.  Each diurnal curve represents the conditions for the 15th day of
one month of the year displaying not only the diurnal variation but also the seasonal variation of the
ionospheric shell height. Note that the x axis is a category time axis on which 12 diurnal curves have been
plotted one after the other each representing a “typical day” of a month. The “typical day” was arbitrarily
chosen to be the 15th  day of the month for illustration purposes. A small discontinuity y is visible between
some of the curves at 24 hours reflecting month-to-month variations. During high solar activity
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conditions, the peak to peak variation of the diurnal curve is between 400 and 600 km, depending on
season and geographic location of the station. During medium solar activity conditions, the variation is
between 300 and 500 km. For low solar activity conditions this variation is between 300 and 400 km. As
solar activity decreases, the dependency on geographic location, at least for our two European stations,
becomes less significant. For high solar activity conditions, station Onsala  (furthest north in the network)
had the highest ionospheric shell heights. Also, during winter months the separation between shell
heights predicted for stations Onsala and Madrid seems to be larger than for the rest of the year. For high
solar activity conditions, the average ionospheric shell height is around 466 km; for medium solar activity
conditions, 385 km; for low solar activity conditions, 335 km. It seems that the diurnal, seasonal, solar-
cycle and spatial variations of the ionospheric shell heights are associated with the temporal and spatial
variation of the F2 layer peak electron density,

Ionospheric Shell Height Predictions for Stations Madrid and Onsala
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Figure 5. Ionospheric shell height predictions using the IR190  model.

Using varying ionospheric shell heights as input into our model produces TEC and satellite-receiver
differential delay estimates that are somewhat different from those obtained using a fixed ionospheric
shell height. To determine the magnitude of the differences, we produced a set of TEC and differential
delay estimates using both a commonly adopted fixed ionospheric shell height (400 km) and varying
ionospheric shell heights predicted by the IR190 model as described earlier. The entire 21 days’ worth of
data was used for this investigation. We difference the means (over 21 days) of the differential delay
estimates for each satellite and station using the varying IR190-predicted  and 400 km ionospheric shell
heights. The differences in differential delays can be seen in Figure 6. The differences are less than 0.3 ns
with a mean of 0.14 ns and mean standard deviation of 0.13 ns. In Figure 6, the error bars represent the
mean standard deviation of the UNB differential delay estimates. We also produced hourly TEC maps at a
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1 degree by 1 degree grid spacing for the region displayed in Figure 2. We produced the TEC maps by
evaluating at each grid node our expression for the spatial linear approximation of TEC described by the
three parameters estimated for each IGS station. For evaluating the model at each grid node, we used the
three estimated parameters from the nearest IGS station. In the future, we will modify this approach with
an appropriate multi-station weighting scheme. We used both the varying and 400 km ionospheric shell
heights to compute different sets of ionospheric maps. We difference the corresponding TEC values at
each grid node that were computed for each hour of the 21 days under investigation. The differences are
plotted in Figure 7. The histogram is based on 640,584 ((31 by 41 grid) times (24 hours) times (21 days))
TEC estimates. 53 percent of the differences fall into a bin that can bc characterized with a lower
boundary of-0.5 TECU and upper boundary of O TECU. The mean of the differences is -0,34 TECU and
its associated standard deviation is 0.58 TECU. Note that the TEC differences were formed by subtracting
TEC values using a 400 km shell height from those using the IR190-derived  shell height TEC-values.

Differences Between UNB D] fferentird Delay FAimates Using IR190-predicted and 400 km
Shell Heights
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Figure 6. Comparison of satellite-receiver differential delay estimates between using IR190-derived and
400 km ionospheric shell heights.
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Figure 7. Comparison of TEC estimates betwmt using IR190-derived and 400 km ionospheric shell heights.

We conclude from this investigation that taking the temporal and spa(ial  variation of the ionospheric shell
height into account has an effect on the TEC estimates of up to 1 TECU, and 0.3 ns in the case of the
differential delay estimates. These values will likely only hold for mid-latitude conditions at low solar
activity levels. As we have seen earlier in Figure 5, during higher solar activity times, we can expect these
differences to increase. The 1 TECU level differences are fairly small and may be within the error bars of
the TEC estimates. Therefore, we decided not to compare our TEC estimates (maps) with those obtained
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by other research groups to try to determine the effects of using different values for the ionospheric shell
height. Furthermore, the differences between ionospheric modelling methods used by different groups
would make it difficult to draw conclusions on the specific effect of their selected ionospheric shell
heights.

Instead, we computed the means and the standard deviations of our daily differential delays for all 21
days. We also obtained a set of differential delay estimates computed by two of the other participating
members of the ionospheric experiment, namely, the Deutsche Forschungsanstalt  fur Luft und Raumfahrt
(DLR) Fernerkundungsstation, Neustrelitz,  Germany and the European Space Agency’s European Space
Operation Centre (ESA/ESOC), Darmstadt, Germany. After computing the means and standard
deviations of the differential delays obtained from DLR and ESOC for all 21 days, we computed the
differences of the corresponding means. The differences among the 3 analysis centers’ results
displayed in Figure 8.
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Figure 8. Comparison of differential delay differences between processing centers.

The differences were formed as UNB minus DLR and UNB minus ESOC using both our IR190-derived
shell height results (upper panel) and our results using the 400 km shell height (lower panel). Note in
Figure 8 that satellites PRN12 and PRN28 are not used by DLR and stations Grasse and Brussels are not
processed by ESOC. The associated standard deviations of the differential delays about the means of the
two other processing centers were also plotted. The standard deviations of the means of the UNB
differential delays were plotted earlier in Figure 6 and have not been considered in computing the error
bars in Figure 8. The differences of the differential delay estimates are at the 1 ns level for both shell
height models (upper and lower panel). It is interesting to see that there is a clear bias between the DLR
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and ESOC satellite differential delays. A part of the bias can be explained by the fact that the ESOC
algorithm uses 350 km for the ionospheric shell height whereas the DRL algorithm uses 400 km. As our
investigation indicated in Figure 6, a 0.14 ns level bias can be expected between the differential delay
differences using the IR190-derived differential delays and the ones obtained using 400 km. However, a 1
ns level difference indicates that there are effects coming from other differences in the algorithms used by
the processing centers. The fact that the UNB-ESOC differences do not seem to show a consistent bias
might be explained by the fact that the mean of the IR190-predicted diurnal variation of the ionospheric
shell height is around 335 km under low solar activity conditions which is close to the 350 km height used
by ESOC.

One of the potential error sources that may contribute significantly to the UNB error budget is the
mapping function error. Since we use a simple secant mapping function at this stage, this could introduce
unwanted errors at low elevation angles (say between 20 and 30 degrees). Throughout our processing, we
used a 20 degree elevation cutoff angle. The very ability to do ionospheric modelling  is based on the
possibility of separating estimates of TEC from differential delays by using the elevation angle
dependence of the TEC variation. Should this separation suffer from mapping function errors, a bias could
be introduced into both the TEC and differential delay estimates.

It seems that using pre-defined  values for ionospheric shell height has a scaling effect on the differential
delay estimates. The results presented in Komjathy  and Langley [1996] were also indicative of this. The
lower the ionospheric shell height is set (arbitrarily or otherwise) from the “true” value, the higher the
estimated differential delays will be. Furthermore, this effect seems to have an opposite sign in the case of
the TEC estimates: The lower the ionospheric shell height is set from the “true” value, the lower TEC
estimates can be expected. Using pre-defined fixed values for ionospheric shell height may lead to errors
both in the satellite-receiver differential delays and the TEC estimates. This conclusion seems to bc
supported by the maximum 0.3 ns error in differential delay differences we found which corresponds to
about 1 TECU. This also corresponds to the maximum TEC differences that were found to be at the 1
TECU level (see Figure 7). Using 400 km as a fixed ionospheric shell height during low solar activity
conditions overestimates the day-time TEC by up to 1 TECU assuming that the IR190-derived ionospheric
shell height predictions are free of error. In the case of the satellite-receiver differential delays, using a
fixed 400 km ionospheric shell height underestimates the differential delays by up to 0.3 ns under the
same assumption. We believe these numbers would be even higher for higher solar activity conditions. An
approximate value for the error we can expect by inappropriately setting the ionospheric shell height is
about 0.5 TECU for every 50 km error in the height. This number corresponds to about 0.14 ns in the case
of the differential delays. Also, these numbers could be different when modelling  the ionosphere by fitting
polynomials to the diurnal variation of TEC over a certain period of time. This procedure inherently
averages over different ionospheric shell heights. This can also be a feasible explanation for our not
detecting differences between the UNB and ESOC differential delay estimates.

CONCLUSIONS

The concept of accounting for the temporal and spatial variation of the ionospheric shell height using the
IR190 model has been described, We showed that on a small regional network of IGS stations, the
predicted ionospheric shell height can vary with geographic location, time of day, season, and solar
activity. After comparing our results with those obtained earlier using a fixed ionospheric shell  height, we
found differences in the differential delays of up to 0.3 ns. A similar study was conducted for the TEC
estimates and we found that the estimates can be different by as much as 1 TECU when the temporal and
spatial variation of the ionospheric shell  height is not considered. We believe that these differences can be
even larger during high solar activity conditions.

Furthermore, taking into account the temporal and spatial variation of the ionospheric shell height
provides a more rigorous approach when estimating ionospheric model parameters along with satellite-
receiver differential delays. By inappropriately setting the ionospheric shell height, we can expect a
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possible 0.5 TECU level error for every 50 km error in the shell height. For the differential delays, the
equivalent error level is about 0.14 ns.
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Abstract

ESOC is planning to extend the use of IGS data atso for ionospheric modeling. It is intended to pro-
vide ionospheric VTEC models and receiver/satellite diffenmtiat  delay values as new IGS products -
besides orbits, earth orientation paramete~ and station codinates. Diffenmt mathematical modek
we~ worked out to mpment  the iwmsphe~ m single layer. ESOC-intemally  a shofi  term analysis of
these models indicated reliable performance.

In preparation of the lGS workshop in Silver Spring a wmparison  of ionosphere VTEC models orig-
inating from different Analysk  Centers was owanized. This comparison offers the opportunist y to ver-
ify the modeling & implememtatiom  of the prulicipating  AC’S.

ESOC  will use the knowledge earned from this comparison, to detine its tinal  mathematical modeling
and implement it in the Ionosphere Monitoring Facilit  y (IONMON),  which is ander development at
ESOC.  Apart from the routine provision of ionospheric products to IGS, it k intendui  to use the ion-
osphere models  for the suppmt of other IXA-missons.  e.g. ERS and ENVISAT.

1 INTRODUCTION

Since June 1992 ESOC participates as an Analysis Center at IGS, ESOC’S  activities within IGS
include the routine provision of rapid and precise GPS orbhs, earth orientation parameters, GPS
satellite and station clock parameters, and ground station coordinates (SINEX), as well as GPS data
tracking and retrieval from own ESOC tracking sites (currently, March 1996, these are: Kiruna,
Kourou, Mdindi, Maspalomas, Perth and Villafranca)  on routine basis.

The transmission of navigation signals on two well defined frequencies is one of the basic character-
istics of GPS. On the other hand, ionospheric effects, that are acting on satellite transmitted signals,
are frequency-dependent. So, more or less as a by-product, the global dual-frequency GPS data, dai-
ly retrieved as part of ESOC’s IGS activities, offer the opportunity to perform some kind of iono-
sphere monitoring to update ionosphere models using actual GPS data, and to provide these updated
ionosphere models for other ESA missions to allow them to make ionospheric corrections on their
own tracking data. This was the basic idea to concept and to establish an Ionosphere Monitoring Fa-
cility (IONMON)  at ESOC.

The IONMON is currently under development, and a prototyping version is close to be operational.
This prototyping version was used for an intercomparison of ionosphere products between ESOC
and other Analysis Centers in preparation of the IGS workshop in Silver Spring in March 1996 (see
also next chapter). The results of this comparison were used to verify the performance of nlathemat-
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ical modeling in ESOC fits to TEC data. Once the final IONMON software is established, it will re-
plaee the prototyping version.

2 IONOSPHERE MODELS - A NEW PRODUCT OF IGS ?

The opportunity to exploit dual-frequency GPS data from IGS for ionosphere monitoring was also
recognized by other members of the IGS, and following the IGS workshop in Potsdam in May 1995
it was suggested that a comparison of ionospheric products should be organized between the Anal-
ysis Centers.

Several of the Analysis Centers participating in the IGS (JPL, EMR, CODE), as well as some
external processing centers (DLR Neustrelitz,  University of New Brunswick (UNB) - these will in
the following text be denoted as Analysis Centers too) have already experience with the evaluation
of ionospheric parameters from dual-frequency GPS data and possess dedicated software. Others
(ESOC)  are currently implementing ionospheric modeling into their software, as was already
mentioned in the above chapter.

In order to bring all the varying activities into one common direction of a routine provision of iono-
spheric information as a new product of the IGS, an intercomparison of ionosphere products origi-
nating from the different Analysis Centers was organized in preparation of the IGS workshop in
Silver Spring in March 1996. The intent of t.hk intercomparison was to find out:

● How ionosphere modeling is done at the different Analysis Centers, i.e. which mathematical
models, which update rate, which geographical extent, etc.

- Which accuracies are currently obtained.

It is the intent of this paper to present the results of ESOC mathematical model verification in speeial
(see above chapter) and to summarize the intercomparison  between the different Analysis Centers in
generrd.

3 MATHEMATICAL MODELS USED AT ESOC

Generally the IONMON offers so called single layer models to represent ionospheric VTEC, i.e.
TEC observations are modeled as follows:

where:

1

&

Map

w=

l+& = iWap . V T E C  +- kj +- ki

TEC observable,

observation noise,

mapping function projecting the observed TEC to tbe vertical,

single layer model to represent the vertical ‘IEC,

(3.1)
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kj receiver dfierentiat dela y,

ki sateltite  differential delay.

The following general assumptions are made:

●

✎

●

●

●

✎

Assumed height of ionospheric shell: h]= 350 km.

Mapping function: Either standard (see e.g. Mannucci et al, 1993), or the so called Q-factor map-
ping function (see Newby, 1992).

Elevation cutoff is set equal to e~tn= 2(Y.

Elevation-dependent weights are applied to favour high-elevation TEC observable and to preju-
dice low-elevation TEC observable:

W = e
-a(l - el/90°)b

with el = elevation, a = ~ = 2

The reference frame used is aligned to the Sun’s direction and to the geomagnetic pole. The algo-
rithm of Biel  (1990) is applied to transform from the geographic frame into the geomagnetic one.

Fits of ionosphere models to TEC observation data are done in batch estimation mode.

Initially restricted to the above listed simple modeling, it is planned to extend the IONMON in suc-
cessive versions for parameter updates in sequential estimation mode as well as to include more so-
phisticated models to represent the ionosphere’s electron content, e.g. profiles and other physically
based models, and evaluation of non-GPS and of sateIlite-to-satellite  tracking data.

Depending on geographic extent, ESOC mathematical modeling can be classified into polynomial,
spherical harmonic and Gauss-function fits, as described in the following sections.

3.1 Polynomials for Local VTEC representations

Polynomials (ref. R5) are fitted to TEC data which were collected at a certain ESA ground site to ob-
tain a local VTEC model around that ground site in form of a higher-order surface. Fits are done in
6-hour time intervals, and the satellite/receiver differential delay values are constrained to 0.5 nano-
seconds with respect to the values obtained from the nighttime fit (see Section 3.4). Polynomial de-
velopment is lin-&r in latitude and quadratic in local ~me (cubic for
Kourou and Malindi).

3.2 Spherical Harmonics for Global/Regional

the equatorial I&A stations

VTEC Models

Degree and order mm = 8 spherical harmonics (ref. R5) are fitted to regionally (e.g. Europe) and
globally collected TEC data. The coefficients ale, al ~ and bl ~, which define the origin of the coor-
dinate reference, are kept fixed with zero. Fits are done in 12-hour time intervals, and the satellite/re-
ceiver differential delay values are constrained to 0.5 nanoseconds with respect to the values
obtained from the nighttime fit (see Section 3.4).
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3.3 Gauss-Type Exponential Functions for Global VTEC Models

The method to model the global VTEC with Gauss-~pe  Exponential (GE) functions was worked
out at ESOC, and is under testing now. It is out of the scope of this paper to present the GE-fimction
theory, so only the very basic can be shown here: The VTEC of the above Equation (3.1) is repre-
sented by a Gl?-function single layer model as follows:

‘alx–a2x2-  3 _.,._ 2n
a3x a2nx

VTEC = ~+~”e (3.2)
2m- @ - b2y2  - b3y3 ----- b2my

“e
k-1 k-1

- C,xy – G2x=y  - c3xy2  – . . . – ‘i-k+2x Y-... -qxY
‘e

with

k = minimum(2n,  2m) l=k” (k-1) /2

where:

VTEC single layer VTEC, now represented by a GE-function,

x independent variable; x is a function of local time,

Y independent variablq y is a function of latitude,

~ constant offset,

~ amplitude,

ai x-coefficients,

6j y-coefficients,

% mixed terms coefficients.

The constant offset E, the amplitude ~ and the coefficients ~, 6j, @ are estimated as unknowns. The
degree and order of GE-function development must always be an even one - therefore 2n and 2m in
the above Equation (3.2). The number of mixed terms depends on the degree and order of develpo-
ment, If k is the lower one of degree and order, the total number of mixed terms is given by
1 = k“ (lc-1)/2,  Local  time and geomagnetic latitude are re-scaled  into the x,g variables to get ap-
propriate arguments for the GE-function. Unlike polynomials and spherical harmonics, GE-func-
tions are not linear in their coefficients, i.e. initial values are required to establish linear observation
equations. This problem can be overcome, when the GE-function is Iogarithmerized.  Provided initial
values for the constant offset E and for the satellitehweiver differential delays are known, the obser-
vation equation (3. 1) can be setup in logarthmerized  form, and a first iteration is made in logarith-
mic mode to get initial values for the amplitude ~ and the coefficients q, Jj, ~ All successive
iterations are then made in normal mode with linearized observation equations.

Ref. R6 presents the detailed description of the GE-function algorithm development from the first
idea to the final formulae (i.e. detailed mathematics, partials,  scaling of x,y, first iteration in logarith-
mic mode, etc.).

Global TEC data are fitted to GE-functions in 12-hour intervals. Degree of development, i.e. local
time component, is 2n = 10 and order, i.e. latitude component, is 2m = 6. Including the constant
offset, the amplitude and the mixed terms, a total of 33 GE-function parameters are estimated (plus
unknown satellite/receiver differential delays). The satellite/receiver differential delay values are
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constrained to 0.5 nanoseconds with respect to the values obtained from the nighttime fit (see Sec-
tion 3.4).

3.4 Differential Delay Estimation Procedure

For each day, i.e. in 24-hour intervals, satellite/receiver differential delay values are determined in a
special fit into which only global nighttime TEC data enter. A degree n = 4 and order m = 2 spher-
ical harmonic is used to model the nighttime VTEC. The coefficients ale, al ~ and bl 1, which de-
fine the origin of the coordinate reference, are kept fixed with zero. No a priori constrains are applied
to the satellite/receiver differential delay values, no elevation-dependent weights are applied to the
TEC observable. The satellite/receiver differential delays obtained from this nighttime fit are then
introduced as reference values into all the other fits for that a day and are constrained with 0.5 nano-
seconds in these solutions (seethe above Sections 3.1 to 3.3).

4 COMPARISONS - RESULTS

Several Analysis Centers contributed ionospheric products for comparison over the GPSweeks 0823
to 0827: COD provided for these five weeks daily global VTEC maps in a 20.5 grid. DLR and UNB
delivered for weeks 0823 to 0825 hourly regional VTEC maps for the european area in 1° grids and
daily satellite/receiver differential delay values. ESOC provided for all five weeks global 12-hour
VTEC maps in a 20.5 grid and 1° gridded local VTEC maps around the ESA ground sites Kiruna,
Kourou, Madrid (instead of Vlllafranca),  Maspalomas and Perth. ESOC’S algorithms were described
in the above Chapter 3. The mathematical approaches of COD, DLR and UNB can be found in
(Schaer et al., 1995), (Engler  et al., 1993), (Engler  et al., 1995) and (Komjathy  et al., 1996). Further
methods of VTEC map computation are described in (Mannucci  et al,, 1993) and (Gao et al., 1994).

4.1 VTEC Maps

Five weeks of VTEC maps from four Analysis Centers are quite a lot amount of data to be compared
and analyzed. To do this task efficiently, a certain scheme had to be worked out on how to make this
intercomparison. The global VTEC maps of COD and ESOC were compared in 12-hour intervals.
Comparison of - and with the regional VTEC maps of DLR and UNB and the local maps of ESOC
was done in 6-hour intervals, i.e only the Oh, 6h, 12h and 18h maps of DLR and UNB were included
into the comparison.

In the case that global 20.5 grid maps were compared with 1° grid regional and local maps, linear in-
terpolation was used to calculate VTEC values from the global 20.5 grids in 1° intervals in the case
of non-identical points.

Since the VTEC maps originating from the different Analysis Centers were referred to different ref-
erence epochs, rotations had to be made before the comparisons.

Concerning the local ESOC VTEC maps, only the results of the comparison with the Madrid maps
were included in this paper.
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In spite this immparison scheme reduced the number of possible combinations considerably, the re-
maining amount of VTEC map pairs to be compared was still too large to analyze all these compari-
sons by the inspection of plots. Additionally some statistics were appreciated. So a small program
called “vteccm”  was developed which performs a rapid comparison of two given VTEC maps and
provides some general information on their agreement. To do this, vteccrn calculates the differences
between the two VTEC map files at all grid points. As already mentioned above, linear interpolation
is used in non-identical grid points. Considering these differences as residuals, a residual VTEC map
is obtained from which a mean offset between the two VTEC maps and a sigma with respect to this
mean is calculated. In a next level the residual map is subdivided into 4 equally sized sub-parts, and
for each part a sigma with respect to the overall mean is calculated. In the 3rd level the residual
VTEC map is subdivided in 16 equally sized parts and the sigmas are computed, and so on. vteccm
finally outputs:

. The minimum and the maximum residual obtained.

. The mean offset,

. The overall sigma at the 1st level.

. 4 sigmas at the 2nd level.

16 sigmas at the 3rd level.

. . . . and so on.

The sigmas at the different levels are arranged in matrix form where their positions in the matrix cor-
respond to the locations of their sub-parts in the residual VTEC map. So from analyzing the sigmas
at the different levels one can directly see in which parts of the compared area the differences be-
tween the two VTEC maps are the largest. As an example Figure 4.1 presents a vteccm  output. In the
south-east the residuals are at largest.

AC1: aaa AC2:  bbb

the area that was finally compared:

latmax  = 70.0 latfnin = 30.0

lonmin  = -20.0 lonmax = 40.0

vtecl: rein= 2.6 max = 11.5 (minimurn and maximum value of lsl VTEC map)
vtec2: rnin = 2.1 max = 16.1 (minimum and maximum value of 2nd VTEC map)
rvtec: min = -4.6 max = 5.2 (minimurn and maximum value of the residual VTEC map)
Xvtec:  min = 2.6 max = 11.5 (minimum and maximum value of the interpolated VTEC map)

*** mean offset -0.26

sigmas at level 1

Iatitudeflongitude  range ccmsidemd  at level 1: latmax  = 70.0 lattnin = 30.0
lonrnin  = -20.0 lonmax  = 40.0

0.145D+01
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sigmas at level 2

latitude/longitude range considered at level 2 latmax  = 70.0 latmin = 32.5
lonmin = -20.0 Ionmax = 37.5

0.1 17D+01 0.513D+O0
O.lllD+O1 0.180D+01

sigmas at level 3

latitude/longitude range considered at level 3: latrnax  = 70.0 latmin = 32.5
lonmin = -20.0 lomnax  = 37.5

O.1O6D+O1 0.112D+01 0.651D+O0 0.148D+O0
0.126D+01  0.130D+01  0.554D+O0 0.580D+O0
0.928D+O0 0.810D+O0 0.536D+O0 0.147D+01
0.185D+01  0.420D+O0 O. 146D+01  0.298D+01

Figure 4.1: Example Output from the vteccm Program, all numbers are given in [TECUI.

vteccm  is invoked from a TCL for each VTEC map pair combination of one day, i.e. submission of
this TCL once provided the vteccm comparison outputs of all VTEC map pair combinations for that
day. The TCL was run for each day of the five weeks, and a quick look on maximum and minimum
residuals, mean offset and 1st level sigma gave a fast overview. Only in critical cases - based on the
vteccm output - closer consideration was done, i.e in cases of large offsets and/or  sigmas. Also a
general overview over the day-to-day agreement of certain VTEC map pair combinations was easily
obtained.

Figures 4.2 a-k show the comparison results for all considered VTEC map pair combinations, based
on the vteccm output. Each plot contains 3 curves: The upper curve shows (mean offset + o), the
middle curve shows (mean offset), and the lower curve shows (mean offset - cr), i.e. at days at which
all three curves are close together the agreement between two VTEC maps with respect to the mean
offset is good, and in cases of blg distances between the curves the agreement is bad.

The following Sub-sections 4.1,1 to 4.1.7 summarize the results obtained for the different compari-
sons according to the defined scheme, together with some remarks.
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Figures 4.2 g-k: Results of VTEC Map Comparison.
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4.1.1 Comparison COD e DLR

An offset of 1-5 TECU, in the mean about 2 TECU,  can be observed between the COD and the DLR
VTEC maps. The offset is always negative. That means that the COD maps are systematically lying
below the DLR maps. The sigmas with resp~t  to the daily offsets vary between 1 to 1.5 TECU. A
closer look to some days with larger offsets and sigmas showed that generally the agreement seems
to be better in the middle of the compared area than at the borders. Figure 4.2a shows the variation of
the mean offset and the sigmas over the weeks 0823-0825.

4.1.2 Comparison COD e UNB

Again an overall negative offset can be recognized, in the mean about -1.5 TECU,  i.e. the COD
VTEC maps are again lying systematically below the foreign maps -in this case the UNB ones. With
respect to the daily mean offsets sigmas of 1-3 TECU can be seen. A closer look to some days with
larger offsets and sigmas showed that generally the agreement seems to be best in the center and in
the north-east corner of the compared area. Figure 4.2b shows the variation of the mean offset and
the sigmas over the weeks 0823-0825.

4.1.3 Comparison DLR e UN13

No significant systematic offset can be observed between the DLR and the UNB VTEC maps. The
daily offsets seem to vary around 1-3 TECU, and the sigmas are in the same order. A closer look to
some days with larger offsets and sigmas showed that generally the agreement seems to be worst in
the south-east corner of the compared area. Figure 4.2c shows the variation of the mean offset and
the sigmas over the weeks 0823-0825.

4.1.4 Comparison ESOC e COD

Only the global ESOC spherical harmonic and GE-function models were compared with the COD
VTEC maps.

. . .~ Comparison was done gtobalty  and restricxd  to the
european area. Since especially on the southern hemisphere there are large gaps in station coverage
(ESOC uses only Rogue stations in its processing), the spherical harmonics are bad determined in
these zones. This leads to abnormal spherical harmonic behaviour in these areas, which can be seen
in the VTEC plots in form of high hills and holes of same depth directly near the hills. As the global
comparison with COD showed, the mean offsets between ESOC and COD VTEC maps are quite
small - but the sigmas are large, up to 10 TEC, and up to 80 TECU in areas were no observation data
had entered into the ESOC processing.

So only the comparison results over the region of Europe are presented here. In the european area an
overall offset of about 1 TECU can be recognized between ESOC and COD VTEC maps. This offset
is always positive, but since COD were now subtracted from the other Analysis Center’s maps - in
this case ESOC, this means that COD lies again below the foreign model. With respect to this overall
offset daily offsets and sigmas seem to vary around 1-2 TECU each. A closer look to some days with
larger offsets and sigmas showed that there seems to be a trend that in the north-west corner of the
compared area the agreement is worst. Figure 4.2d shows the variation of the mean offset and the
sigmas over the weeks 0823-0827.
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GE f.~ Concering station coverage, the GE-functions are affectal  simi-
larly as the spherical harmonics, i.e. in areas with good station coverage the GE-functions are good
too. Additionally GE-functions seem to be more vulnerable to bad rmiver  data. The Maspalomas
station data, which was known to be problematic at that time, caused for instance every day an ab-
normal GE-function peak at high northern latitudes. Also the data of Kourou and the Seychelles was
problematic. Further tests made as consequence of the comparison results have shown that, after
these stations were excluded from GE-function processing, the high-latitude anomaly had disap-
peared or was at least drastically reduced. Also variations in the degree and order of GE-function de-
velopment (e.g. 2n = 8, 2m = 4; 2n = 10,2rn=  4;2n=10,  2m=8)caused  theanomalyto
disappetw.  Further tests will be necessary to find out an optimal way of GE-function processing.

Because of the problems pointed out above, only the comparison results of the GE-function maps
with the COD models over the region of Europe are presented here. As with the spherical harmonics,
an overall offset of about 1 TECU can be recognized. Again this overall offset is positive, which
means that the COD maps seem to lie below the GE-function models. Whh respect to this overall
offset, daily offset variations of 1-2 TECU can be seen and sigmas around 1 TECU. On doy 290 and
313 large outliers  are present. These outliers were caused by the above mentioned problematic sta-
tions. Apart from these outliers the GE-functions seem to be a little bit closer to the COD models as
the ESOC spherical harmonics. A closer look to some days with larger offsets and sigmas seem to
indicate that the agreement is a little bit worse in the southern and sometimes in the western part of
the compared area. Figure 4.2e shows the variation of the mean offset and the sigmas over the weeks
0823-0827,

4.1.5 Comparison ESOC e IILR

conlDa risen with ESOC sDherical  tlarI-“ Because the ESOC spherical harmonics are well
feeded with observation data in the european area (see above Section 4. 1.4), the agreement with the
DLR VTEC models is quite good. An overall mean offset of about -1 to -2 TECU stxms to be
present, which means that the ESOC models lie systematically below the DLR models. Around that
overall offset variations and sigmas of about 3 TE4XJ can be seen, Since the 12h DLR models were
compared with the 6h and the 18h ESOC spherical harmonic models (both rotated to 12h), peaks ap-
pear every day at 12h. A closer look to some days with larger offsets and sigmas showed that the
worst agreement seems to be at the southern border of the compared area. Figure 4.2f shows the var-
iation of the mean offset and the sigmas over the weeks 0823-0825.

comDaris on with ESOC local @vnomiak  for Ma dri~  Also the Madrid local polynomial models
seem to show an overall offset of about 1 TECU below the DLR maps and around that overall offset
variations and sigmas about 1-3 TECU. Around doy 300 there was a data gap. A closer look to some
days with larger offsets and sigmas showed that the worst agreement seems to be in the north-west
and sometimes in the south-east corner of the compared area. Figure 4.2g shows the variation of the
mean offset and the sigmas over the weeks 0823-0825.

,. . ..~ As was pointed out in the above Section 4.1.4, the GE-functions
had problems in the high northern latitudes. However, the european area, in which the GE-functions
were compared with the DLR VTEC maps, is far enough in the south, so that the agreement was in
most cases good. Only on some days, especially on cloys 295 and 304, the high latitude anomaly
propagated so far southward, that it was felt in the comparison. Except from these outliers,  mean off-
sets up to 3 TECU are present without an overall offset. The sigmas around the mean offsets range
between 1-3 TECU. Again the 12h DLR maps were compared with the 6h and the 18h ESOC models
(both rotated to 12h). A closer look to some days with larger offsets and sigmas showed the worst
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agreement in the nollh (for the reasons stated above) and sometimes in the south-east. Figure 4.2h
shows the variation of the mean offset and the sigmas over the weeks 0823-0825.

4.1.6 Comparison ESOC e UNB

Comwrison  with ESC)C  *KA 1~.“, o As with the DLR models, the agreement with UNB
over the european area is good. An overaU offset of -1 TECU seems to be present, i.e. the ESOC
maps are lying below the UNB maps. Around that overall offset the daily mean offsets and sigmas
seem to vary about 2 TECU. From doy 294 on the variations become smaller but increase again at
doy 304. Since the 12h UNB models were compared with the 6h and the 18h ESOC spherical har-
monic models (both rotated to 12h), peaks appear every day at 12h. A closer look to some days with
larger offsets and sigmas showed the worst agreement to be in the north-west and in the south-east
corner of the compared area. Figure 4. 2i shows the variation of the mean offset and the sigmas over
the weeks 0823-0825.

G~LMu?Qbmnmari “th I mials for Madrid L Madrid local polynomial models and
UNB VTEC maps show very close agreement of O-1 TECU in the daily mean offsets as well as in
the sigmas. Only on doy 292 there is a significant outlier;  on this day a large geomagnetic field dis-
turbance occured. A closer look to some days with larger offsets and sigmas showed the worst agree-
ment to be in the north-west and in the south-east corner of the compared area. This north-westl
south-east effect was also present in the 9-hour comparison for doy 292, together with a whole sigma
level higher as usual. Figure 4.2j shows the variation of the mean offset and the sigmas over the
weeks 0823-0825.

conmarison with GE-fuoctiol 1s: Generally the agreement between GE-fimctions and UNB VTEC
maps is about 1-3 TECU in the mean offsets and sigmas of 1 TECU around these offsets. Because of
the problems stated in the above Section 4.1.4, the GE-functions showed sometimes abnormal be-
haviour in the high northern latitudes. Here this can be seen in form of outliers,  especially on cloys
295 and 304. Again the 12h UNB maps were compared with the 6h and the 18h ESOC models (both
rotated to 12h). A closer look to some days with larger offsets and sigmas showed, that, apart from
casual discrepancies in the north, worst agreement was found in the south-east part of the compared
area. Figure 4.2k shows the variation of the mean offset and the sigmas over the weeks 0823-0825.

4.1.7 Comparison of ESOC Local with Global Models

As a representative of the five ESA ground sites for which local polynomial models were fitted to at
ESOC, only the results for Madrid were presented in the previous sections. To the agreement of the
polynomial maps for Kiruna, Kourou, Maspalomas  and Perth with the ESOC spherical harmonic and
GE-function models some short remarks only:

● Generally good agreement was observed with the Kiruna, Madrid and Perth polynomials: O-3 TECU
mean offsets (1-6 TECU offsets at Penh with the spherical harmonics) and sigmas of 1-3 TECU with
respect to these offsets.

“ In the case of Kourou and Maspalomas the agreement was significantly worse. Especially from
Maspalomas it is well known, that there were considerable receiver problems at the time for which
the intercomparison  was done. In particular during the week 0826 the Maspalomas data was bad,
and in week 0827 Maspalomas  provided tracking data only for one and a half day. Quite often unre-
alistic polynomials were obtained for both stations, Kourou and Maspalomas.

● Generally the GE-functions seem to be closer to the polynomial models than the spherical harmon-
ics.
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4.2 Differential Delays

Comparison of differential delays was done between results provided by DLR, UNB and ESOC. The
UNB differential delay files contain differential delay values for all satellhes  and 6 ground stations.
DIR provided values for all satellites, except PRN 12 and PRN28, and for 16 ground stations. And
ESOC determined values for all satellites and 64 ground stations.

The day-to-day variation in the values of all 3 series is in most cases within the 0.5 nanosecond limit.
Especially the DLR and ESOC differential delay series smm to indicate a generally higher day-to-
day scatter for the stations than for the satellites. ~ical  examples are Arequipa and Fortaleza.  -
There are of course also a lot of stations which show the same lower order of scatter as the satellites.
The ESOC differential delay files show additionally a clear increase of sigmas of the mean values by
a factor 2-3 for GPSweeks  0824-0827 with respect to week 0823. This can especially be seen at the
satellites.

A comparison between the three series seem to indicate an offset of the DLR series of about 1 nano-
second with respect to the ESOC series, and the UNB series seems to be close to the ESOC results.
This was also confirmed by A. Komjathy  (private communication). ESOC uses 350 km as iono-
spheric shell height while DLR and UNB are using 400 km. So ESOC repeated the differential delay
estimation for week 0823 also with 400 km shell height. However, no variances of more than 0.2 na-
noseconds with respat  to the 350 km solution for that week could be observed. A. Komjathy  and
R.B. Langley (1996) made similar calculations with the same result. Obviously the difference in
shell height cannot explain this 1 nanosecond offset. The reason for this offset might come from dif-
ferences in the algorithms used and/or from the different sets of ~ound stations used. Addition~ly
DLR rejects the satellites PRN 12 and PRN28 in its solution. Figure 4.3 compares the DLR, UNB
and ESOC series exemplarily for 2 stations and 4 satellites.
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Figure 4.3: Differential Delay Behaviour for a selected Set of Stations and Satellites.
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5 CONCLUSIONS

With regard to include ionosphere data into the IGS product list, an intercomparison  of ionosphere
products provided by different Analysis Centers was organized in preparation of the IGS workshop
in Silver Spring in March 1996. Four Analysis Centers contributed to this comparison with own re-
sults.

In areas with tracking data of sufficient density the different VTEC models seem to show a general
agreement of 5 TECXJ and better, normally about 3 TECU. For the differential delay values agree-
ment within 1 nanosecond was achieved. In summary the intercomparison  results look encouraging
to do further steps into the direction of a routine provision of ionosphere maps as new part of IGS.

ESOC used the comparison as opportunity to verify its own mathematical modeling. The following
weak points were identified from the analysis of the intercomparison  results:

● The ground station net used by ESOC must be densified around the equator and at the southern
hemisphere - gaps in station coverage have caused abnormal behaviour of global fits in weakly
observed areas.

● Bad receiver data must be identified in a preprocessing step, since it had seriously affeeted  the
solutions.

● More testing is necessary to overcome the above mentioned problems and to achieve robust mod-
eling.

Based on the knowledge earned from the intercomparison,  the next steps into the direction of IGS
must be undertaken now - relevant aspects are pointext  out in ref. R4.

Beyond its IGS activities ESOC is also interested to use GPS-derived ionosphere maps to correct
ERS-2 and other FAA satellite data.
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Comparison of GPS/IGS-derived TEC data with parameters
measured by independent ionospheric probing techniques

N. Jakowslci  and E. Sard6n
DLR e.V., Fernerkundungsstation Neustrelitz,

Kalkhorstweg  53, Germany

Abstract
In order to evaluate TEC-data products derived from numerous GPS/IGS stations,
comparisons are made with ionospheric parameters deduced from independent ionospheric
measurements. The study includes data obtained from bottomside and topside vertical
ionospheric sounding, NNSS radio beacon measurements and incoherent scatter radar probing
(EISCAT).  The results indicate general physical agreement between the GPS/IGS derived TEC
data and the other ionospheric parameters. Furthermore a comparison is made between the
GPS-based TEC obtained by different groups using different estimation techniques for the
location of the ionosonde station Juliusruh  (54.6°N;  13.3°E)  during a selected time interval in
October, 1995. For the same period, a reference is made to the ionospheric electron content up
to 1000 km height deduced from the updated IR190  model.

1. Introduction

The GPS receiving technique provides a unique possibility to monitor the ionospheric electron
content on regional and global scales (Coco,  1991; Wilson et al., 1995, Zarraoa and Sard6n,
1996). The derived total electron content (TEC) is an important parameter which , on one
hand, characterizes the fiist  order ionospheric propagation error in space-based radio
navigations ystems and, on the other hand, provides valuable information about the behaviour
of the ionosphere/plasmasphere  systems.
Since TEC estimations based on dual frequency GPS data require an aeeurate  in-flight-
calibration of the differential instrumental delays of the satellites and receivers, the derived
TEC data are as accurate as these calibrations have been made. Although different algorithms
were developed by different groups to derive the instrumental biases and/or TEC, all these
methods utilize simplifying assumptions about the ionospheric behaviour.  The accuracy of the
corresponding algorithms can be checked by controlling the internal consistency of the derived
data products (inkrnal  check) and by comparing the data products with equivalent data
obtained by independent ionospheric measurements (external check). So independent
ionospheric probing techniques such as vertical sounding, incoherent scatter radar, radio
beacon measurements provided by satellite systems such as NNSS, PRARE or DORIS or two
frequency satellite altimeters can be used to validate the derived TEC data and/or to get a
comprehensive insight into ionospheric processes (Jakowski,  1995).
In the following section TEC mapping results obtained in DLR Neustrelitz  by using the
European IGS network of GPS receivers (e.g. Zumberge  et al., 1994) are compared with
simultaneously measured ionospheric parameters derived from non-GPS techniques. The used
algorithms to derive TEC-maps  from GPS measurements are described elsewhere (Sard6n  et.
al., 1994, Jakowski and Jungstand, 1994). In particular the analysis includes also comparative
studies of TEC mapping made at different centres such as CODE, ESOC, University of New
Brunswick and DLR Neustrelitz  for October 1995. The GPS-based  TEC derived by these
groups is also compared with the IR190  model updated by ionosonde data.
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2. Comparison with ionospheric data obtained by independent measurements

2.1 Vertical sounding

Vertical sounding stations provide valuable information about the peak electron density NmF2
and the height hmF2 of the IQ layer. Combining the peak electron density NmF2 = 0.0124 “
(foF2)2 with the derived vertical TEC, the equivalent slab thickness z of the electron density
profile can be derived by applying ~ = TEC / NInF2 .
The equivalent slab thickness z is a measure of the width of the electron density profiie and
ranges in most cases between 200 and 500 km. Due to the enhanced night-time loss of plasma
in the bottomside ionosphere, the higher T values occur generally during night-times. Although
foF2 and TEC have different physical meanings, the diurnal variation of both parameters
should be well correlated.
This is shown in Fig. 1 where hourly foF2 data measured by the vertical sounding station
Juliusruh  (54.6° N; 13.3° E) are plotted against the diurnal behaviour of the corresponding
vertical TEC data derived from the regional TEC map.
The diurnal variations of both these parameters are closely correlated thus indicating a reliable
TEC estimation algorithm in general. The absolute level of TEC can be checked by computing
the equivalent slab thickness values z.
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Comparison of GPS derived TEC data with foF2 data measured by the ionosonde station Juliusruh  for some
days in October 1995. The 200 km slab thickness level is marked by a thin line.
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Figure 2
Comparison ofGPS derived TECdata with foF2measured  by topside vertical sounding. The F21ayer critical
frequency foF2 was measured onboard  the Russian CORONAS satellite by the SORS topside sounder during a
satellite pass on March 24, 1994 over Europe.

Theresults  hdi~tean  absolute TEClevel  awuracyhthe  order of <3 TECU. Reducing the
night-time TEC values by 3 TECU the resulting slab thickness ~ is still acceptable. A further
lowering of TEC values would provide, however, physically unreasonable low z values at
night.
It should be underlined that especially topside sounder measurements onboard low orbiting
satellites can provide valuable information about the peak electron density along the satellite
trace. Such an example is given in Fig. 2 where foF2 data measured onboard the Russian
CORONAS satellite are compared with the corresponding TEC values of the map along the
satellite trace. Again the derived equivalent slab thickness values behave quite “normal” during
the satellite pass.
The measured foF2 and hrnF2 data can also be used to update ionospheric models such as the
International Referenee  Ionosphere (IRI). A subsequent integration of the vertical electron
density profde up to 1000 km height provides the Ionospheric Electron Content IEC or NI
which differs from the total electron content NT up to GF’S heights by the plasmaspheric
contribution Np according to NT = N1 + Np .
Due to permanent changing geometric relationships between satellite-receiver links, in
particular with respect to the geomagnetic field lines, the plasmaspheric  contribution will
change from satellite to satellite. But nevertheless, an average plasmaspheric  electron content
in the order of 1...3 TECU should be taken into account over the whole day even under low
solar activity conditions (e.g. Soicher, 1976). Fig. 3 illustrates a comparison of TEC data
derived from GPS/IGS measurements for the ionosphere over Juliusruh  with the diurnal
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variation of the IEC derived from IR190 electron density profiles updated by the ionosonde
(IS) data. By the way, it is clearly shown that the non-updated IR190  model underestimates the
observations by more than 50% thus indicating that also well qualifkd models such as IR190
fail in describing TEC under geomagnetically disturbed conditions. The correlation between
GPS derived TEC data (GPS/IGS) and the IEC data (IS) is quite good. The remaining
difference in the order of 1...3 TECU during the night-time could be explained by the
plasmaspheric  contribution Np. However, since IR190 represents only an average behaviour
and the internal measuring accuracy of TEC estimations is in the same order as the
plasmaspheric  content, one should be careful in deriving conclusions about the plasmaspheric
content based on such comparisons. A more detailed discussion of this subject is given in
section 3.
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Figure 3
Comparison of GPS derived TEC data (GPS/IGS)  with tie hei@t integrated el~tron  density Profdes  @mPuted
from the IR190 model based on CCIR tables (IR190) and measured vertical sounding data (IS).

2.2 NNSS data

The Navy Navigational Satellite System (NNSS)  transmits a pair of coherent carrier
frequencies on 150/400 MHz. Such sensitive differential Doppler measurements can provide
meridional TEC profdes  with a high spatial resolution up to about 10 km. Comparing NNSS
with GPS derived TEC data, conclusions about the spatial resolution of the produced TEC
maps can be derived. Because the absolute calibration of NNSS data would produce new
problems to discuss, we confiie our attention ordy to the relative TEC variations when
comparing the corresponding TEC data. As Fig. 4 demonstrates, the occurrence of Traveling
Ionospheric Disturbances (TID  ‘s) with wavelengths in the order of a few hundred kilometers is
well documented in the NNSS data. Due to a number of different reasons such small effects are
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commonly not reproduced in the GPS derived TEC data. Considering only the corresponding
GPS carrier phase data, TID’s should also be observable along the GPS trace, but the
interference of the ray path movement through the ionosphere with TID propagation makes
their analysis difficult.
It should be underlined that on the other hand large scale phenomena such as the mid-latitude
electron density trough are well documented. Although the spatial resolution of NNSS
measurements cannot be reached by GPS data, the trough phenomena is well pronounced in
the produced maps especially in conjunction with ionospheric storms (e.g. Jakowski,  1995).
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2.3 EISCAT data

deriv&l  TEC data smooth over-tie TIC) variation.

Incoherent scatter radar measurements provide a number of different ionospheric parameters
for complex studies of the ionosphere, So the Common Programme  Three (CP-3) of the
European Incoherent SCATter facility (EISCAT) in Troms@ measures the electron density
along different lines between 62°N and 78°N during 30 min north-south scans. Due to the
overlapping region with our routine TEC map a comparison with height integrated CP-3
electron density profdes  in the height range 150-500 km is possible. The results obtained on
February 4, 1995 are documented in Fig. 5. The difference between EISCAT and GPS derived
electron content data should be related to the topside ionosphere/plasmas~here  contribution.
Since the plasmaspheric  content and its behaviour  is not
improve our knowledge about plasmasphere-ionosphere
latitudes.
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The GPS/IGS based TEC data are deduced from subsequent TEC maps available every 10
minutes in such a way that the angular distance between EISCAT and GPS measuring points is
less than 5 degrees. To have more reliable data, several subsequent EISCAT scans were used
during the given time interval resulting in more than one electron content value at the fmd
latitude points. It is interesting to note that the difference between EISCAT and GPS/IGS
derived electron content data decreases signifkantly  with increasing latitude. This could be
due to a reduced contribution of the plasmaspheric content expected at high latitudes. It can be
seen that a further reduction of the GPS/IGS derived TEC data by more than 1 TECU would
lead to unreasonable low values for the topside and plasmaspheric  contribution.
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Figure 5
Comparison of electron content data derived from GPS and EISCAT CT-3 measurements on Pebruary  4.1995.
The EISCAT IEC data correspond with the integral of the vertical electron density profile in the altitude range
of about 150...500 km height.

3.* Comparison of vertical TEC data derived by dif~erent GPS-bsed  methods
and the 1R190 model

In order to compare GPS/IGS TEC data products generated by several groups in a more
effective way, a common reference is made to the IEC data derived from height integrated
IR190 electron density profiles up to 1000 km height. To give more realistic results the IR190
model is updated by hourly ionosonde measurements at Juliusruh as described in section 2.1.
Therefore the TEC data products are referred to this location.
As GPS-derived TEC values we use the grid maps estimated by the CODE IGS analysis center
(cod), ESOC (esa), the University of New Brunswick (unb) and DLR-Neustrelitz (dir). The
CODE and ESOC groups have computed global TEC maps once per day (at 12 UT) and twice
per day (at 6UT and 18UT), respectively, whereas the other two groups provide hourly maps
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for the European region. From these maps we have computed the vertical TEC over Juliusruh
every hour using the data from the four grid points surrounding the zenith of the ionosonde
station as the base for a spatial linear interpolation scheme. To construct hourly TEC values
from the daily map of CODE the close longitude-time relationship was used. The ESOC data
were processed in the same way, but taking into account a weighted mean of both maps at
different hours.
In Fig.6 the different vertical TEC data over Juliusruh are presented for 12 days. For days 19
and 26 of October there were no ionosonde  data available, for the other days also some hourly
data were rejected. We have also computed the hourly differences between each GPS-based
method and the values given by IRI. Fig. 7 presents the average of these differences through
the 15th to the31st of October and Fig.8 shows the corresponding RMS deviations.
As it can be seen in most of the figures, the DLR-TEC values are, in general, larger than the
other GPS-based values, but closer to the IRI-values  during day-time. The night-time DLR-
TEC values are most of the times about 2-3 TECU larger than the rest. On the other hand, the
CODE-TEC values are almost always smaller than the rest, both during day and night. For the
ES OC-TEC values a discrepancy between consecutive days can be seen, so the last value of
the day is about 2 TECU larger than the fwst one of the next day. From the 15th of October to
the 4th of November, the daytime values of DLR and UN13 agree very well for 12 days, but for
the rest there are maximum differences of 2-4 TECU.
In principle we expect the IRI-IEC values to be smaller than the GPS-derived  TEC data, due
to the missing plasmaspheric  contribution. As already discussed in section 2.1, the difference
between corresponding IEC and TEC data is the plasmaspheric  content Np which should be in
the order of 1...3 TECU. Due to the higher absolute variability of TEC data at day-time only
the night-time data should be considered when discussing the plasmaspheric  content.
Fig. 7 indicates a rather stable difference between IEC and TEC-DLR during the night-time.
This would agree with the rather stable plasmaspheric  electron content. The other stations
provide differences which are too low to be interpreted as the plasmaspheric  content when
taking the IR190 model as a reference.

4. Summary and Conclusions

The validation of GPS derived TEC maps by independent ionospheric measurements is still an
important task to have more knowledge about the absolute and relative accuracy of TEC data
products. A variety of ionospheric probing techniques may be used for such comparative
studies. In each case additional assumptions have to be made in order to make the different
parameters comparable. Since the validation of TEC data by other ionospheric techniques is
somewhat complicated, different measuring techniques should be used. The results obtained in
this study indicate general physical agreement between the GPS/IGS derived TEC data
products at DLR and other ionospheric parameters. Attention should be paid to such
comparative studies which provide physically unusual conclusions. This gives the possibility to
adjust derived TEC data and/or to get more knowledge about the validity of assumptions or
models related to the ionospheric/plasmaspheric  behaviour.  In the same sense the
intercomparison  of the results obtained by different mapping techniques is very helpful in
examining the different strategies and algorithms to evaluate TEC.
When comparing GPS-based TEC derived by different groups with updated IR190 model, we
find a better consistency in the results of DLR-Neustrelitz. The maximum differences in the
GPS-based TEC of the various groups are in the order of 2..4 TECU.
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Hourly differences to IRI VTEC values at Juliusruh (average through 950ct15-31 )
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Figure 7
Hourly differences to RI VTEC value at Julkruh for the different groups.

3

2.5

2

1

0.5

0

RMS of the hourly differences to IRI VTEC values at Juliusruh  (950ct15-31)
I 1 1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . .

%
t, “n..

. . . . . . . . . . . . . . . . . . . .X. . ..M

. . . ..W.)C””””  -“-’x.., . . .

I:i
l’;\, . .

dlr 4-
God -+--
esa -Er--
unb -x---. . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . .

t
,’

,:(.,  . . . . . . . . . ..... . . . . . . . . .
w-.‘4:

9. . ‘%
..::.q:  . J . . . . . . . . . . . .

“v

--
5 10 15 20 23

TIME (hours)

Figure 8
RMS of the hourly differences to RI VTEC values at Juliusruh  for the different groups.
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SINEX - Solution (Softwardtechnique)  IWdepe.ndent Exchange Format
Version 1.00 (June 30, 1996)

INTMDWTICN

The SIWEX acronym was suggested by Blewitt et al. (1994) and the first
versions, 0.04, 0.05 and 1.00 evolved from the work and contributions of
the SINEX Working Group (WG) chairedby G. Blewitt. The other SINEX WG
numbers consisted of Claude Boucher, Yehuda Bock, Jeff Freymueller,  Gerd
Gendt, Werner Gurtner, Mike Heflin and Jan Km.&. Also contributions of Z.
Altantimi, T. Herring, Phil Davies, Remi Ferland,  David Hutchison  and other
IGSAC colleagues are noted and acknowledged here, in particular all the
ACS submitting and using SINEX(O.05) every week since mid 1995, as a part
of the IGS ITRF densification  pilot project.

SIWEX was designed to be modular and general enough to handle GPS as well
as other techniques. In particular the information on hardware (receiver,
antenna), occupancy and various correspondence between hardware, solution
and input files can be preserv@, which is essential for any serious
analysis and titerpretation  of GPS results. It preserves input/output
compatibility so that output SINEX files can be used (latter on) as input
into subsequent cmputation/solutions.  It also provides complete
information on apriori information so that it can be removed whenever
required, making it unnecessary to subnit  or dhtribute multiple (SINEX)
solution files, e.g. constrained and unconstrained (free) solution files.

CHANGES ETUMVERSICNO.05  TO1.00

The version 0.05 has unckrgone som ?lf~e  t~ing~l  as the result Of the I=
ITFW densifkation  pilot project but it Ls yet to be proof tested by other
techniques. More specifically the following is a sumary  of the changes and
enhancementts from the previous version 0.05 to the new version 1.00:

1) Backward canpatibility  with the version 0.05 is assuredmy the version #,
which MJST be coded on the first line.

2) Strictly fixed format, all fields are now specified and described in
details in the Appendix I. In most cases the formt fields are the same as
in the version 0.05 with mm notable exceptions. For crucial fields such
as SOLUTION/ESTIMATE and SOLUTION/MATRIX a generous field length of 21 is
specified which should be sufficient for up to 16 signifiat  digits;
furthermore the field lengths for receiver and antenna types in the
SITE/N3UUVER and SITE/ANTENNAblocks  were increased from 16 to 20 chars to
make them compatible with RINEX. Also strict adherence to IGS
receiver/antenna code names is now required (see the Appendix III for the
list of the IGS receiver/antenna standard n-s).

3) The version 1.00 accmmnodates  the CX)RR matrix type in a  different
fashion, nanely when the CCXIRmatrix  tw is used in the SOLUTION/MATRIX
blocks it is now required that standard deviations  (STDS)  are coded on the
main diagonal, in place of 1.000’s. This way the STDS in the CORR
matrix could be given to the full precision and they take precedent over
any STDs in the SOUITION/ESTIM.ATE  & SOLUTIONANUORI blocks which may not
be given to a sufficient precision. The other matrix form (e.g. COVA) is
still valid and acceptable.

233



4) A new (mndatory  for IGS) block (SOLUTICN/STATISTICS)  is introduced for
needed solution statistics (see the exanple below)

+SOINTICN/STATISTICS
*_STATISTICM PARANETER VALuE  (s)
VAWANCE FICTOR K9260149874E-02
NU4BEROF OBSERVATIONS 811865
NU4BEROFUNKNWNS 22142
SAMPLING mTERVAL (SECONDS) 120

-SOLUTION/STATISTICS

Other possible headings/entries might include e.g.:
_wREsIDW pm?v)
NUMBEROF DEGREES OF FREEDCM , etc.

5) Mtional standardized parameter code names were introduced to
accommodate saw s~cific  users, nnre paraneter  codes may be introduced as
the need arises. For future  applications ad to ease interpretation, the
parmeter  code fields have been increased frcsn four to six chars in all the
relevant (SOLUTION) blocks, with sane minor changes in the format fields to
acccmndate this change. It is suggested that the current (four chars)
CO&3 USd b y  IGS (STAX,  S T A Y ,  STAZ,  VELY,  WY, VELZ,  I.OD, U T ,  XPO, YPO)
are retained for ccmpatfiility/continuity  reasons and that any new ones
take the advantage of the six chars field. E.g. for the orbit parameters
the following code nams could be suggested:

SAT XPRO1 X state of PRN 01
SAT-Y PRO1 Y “ “
SAT-Z PRO1 Z “ “—

SAT_VX PRO1 Vx “ ● “
.

SAT_RP PRO1 Rp scale of PRN 01
SAT~GXPROl Gx “ “
SAT_GZ PRO1 GZ “ “
SATYBI PRO1 Gy bias “

TRYI’OT AT.@ Tropo delay (wet + dry) at AKO
TRODRY AI@ Trope delay (dry)
TROWET AIL?2 Tropo delay (wet)

etc.

Note: The use of SV rather PR could be considered here, as it is more
meaningful, but since the GPS users are accustomed to PRN’s (and PRNs are
used in sp3) w may not have any other choiue. Considering that “P” is USed
by IERS as the technique code forGPS, it may not be (i.e. “PR”) such a bad
choice. Other satellite system would then have to be assigned unique code
of two chars.

6) The version 1.00 discontinues the practice of using separate ~_and
SOLN codes in the SITE and SOLUTION blocks, respectively, as it serves
no useful purpose. Further mre it is suggested to use the SOLN codes for
the SITE blocks as well (i.e. SITE/ECCENTRICITY, ./RIKEIVER; ./ANTE~ and
./DATA). Inmost cases for the indiviciual AC SINEXes, the SOIN codes should
then be coded with the default characters “-” which could mean that “this
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record a~lies to all estimates” (note SITE+PT+SOLN defines a unique
estimate, SITE+PT is equivalent  to KXMM (m)and un@@y identifies a
geodetic mark). What is exactly mant should be clear from the examples
below:

+SITE/ANTENNA
*Code PT SOIN T _Data Start Data End antenna type S/N_—— — . —  -
* lines rmwed
GOID A ---- P 92:180:00000  95:304:79200  DORNEMARGOLIN  R 95
GOLD A---- P 95:304:79200  00:000:00000  DORNEMARGOLIN  T -----

* etc.
* (NOTE: above ANTENNA TYPE FIEID =

+SITE/ECENTRICITY
*Code PT SOLN T _Data Start Data End—— —
* lines removed
GOID A---- P 92:180:00000 95:304:79200
GOLD A---- P 95:304:79200  00:000:00000
* etc.
* NOTE: Continuity of mltiple entry of a

2ochars)

type ARP-bendunark (m)—

UNE .0000 .0000 .0000
UNE .0025 .0000 .0000

site must be adhered, i.e. the
* end epoch of the first ( must be coded) =< the start epoch of the second
* entry .

.

This would allow only one (e.g. SU.l?=l)  for GOLD in the ESTIMATE blocks.
the other hand if one prefers two SOLNS (e.g. 1 6 2) for GOD in the
ESTl?4ATE  blocks, e.g. before and after an antenna change, then the sam
(e.g. 1 & 2) SOIN mustbe used in all GCX.D entries in the SITE blocks as
well. Conversely when two solutions (SOLN 1, 2) are introduced for some

on

reasons other than instrum?nt/antenna change (e.g. as a result a coseismic
change, with the sank? rec/antema/eccentricity)  then, only one entry in the
SITE blocks with the default character codes (“-”) in the SOLN filed need
to be coded or alternatively two identical entries with 1 and 2 in the SOIIJ
field co~dbe used (except, of course, for the start and end epochs which
must be continuous and non overlapping). This considerably enhances the
SIMM effectiveness.

SINEX SYNTAX

SINE)( is anASCII file with lines of 80chars or less. It consists of a
number of blocks which are mtually referenced (related) through  station
Codeshnes,  epochs and/or index counters. SCXW blocks consLst of
descriptive  lines (starting in CO1.2) and/or fixed format fields with
nunerous headers and descriptive annotations.

The first line is MANDATORY and must start with “%” in CO1 1, and contains
information abut the agency, file ick?ntification,  solution spans,
techniques, type of solution, etc. (for more details see the Appendix I or
II). The last line ends with “%ENDSNX”.

The SINEX fonmt consists of a number BIQCKS which start with “+” in the
first col. followedby  a standardized block labels, and each block ends
with “-” and the block label. Each block data starts in the column 2 or
higher. Blocks can be in any order, provided that they start with (+) and
end with (-) block labels. The first header line and most blocks are
related through epochs or tinw stamps in the following format:
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YY: DOY: SECOD YY-year;  DOY- day of year; SECOD -see of day;
E.g. the epoch 95:120:86399  denotes April 30, 1995 (23:59 :59UT). The
epodxs 00:00:00000 are allowed in all blocks (except the first header
line) and default into the start or end epochs of the first header line
which must always be coded. This is particularly useful for sane blocks,
such as the ones related to hardware, occupancy, which should be centrally
archived by IGSU3 with 00:00:00000  as the end (current) epochs, and which
should be readily usable by ACs for SINEX and other analysis/processing as
official (authoritative) IGS information.

C@f4ENT  lines starts with “*” in Col. 1 and canbe anywhere within or
outside a block, though for the clarity sake, begiming  and ends of blocks
are preferable. For increased portability, the floating number exponent of
“E” should be used rather than “D” or “d” which is not recognized by some
compiler/installations. Fields not coded should be filled with “-”
characters to allow efficient row and column format readings.

The most important blocks are the SOLUTION blocks. They are in fixed format
and have been adopted and used by IERS (ISEF1) submission format as well.
(For more information on the format, see the Appendix I). Only two SOLUTION
blocks (SOLUTION/ESTIMATE and SOmTION/MATRIX_ESTIMATE)  are MANDATORY and
must be coded. They contain conplete  solutions (apriori + solution vector)
and the corresponding standard deviations, and the corresponding matrix.
Although various matrix forms are allowed in SINEX (as specified by a
matrix type code), triangular correlation matrix (e.g.
SOLUTION/MATRIX ESTIMATE L ~RR) is preferred and recommended for IGS
sinoe it is eas~er to visualize. Important but not mandatory (though
RECQMNDED for IGS purposes) are the next two blocks, i.e. the
SOLUl?ION/APRIORI  and SOLUTION/MATRIX_APRIORI.  The scale of estimated and
apriori standard deviations can, in principle, be arbitrary (note even
apriori scaling is arbitrary, depending on the observation weighting).
However, both estimated and apriori standard deviations (and the
corresponding matrices) MUST use the same scaling (i.e. variance) factor.
Otherwise the apriori information cannot be rigorously remwed to form
free solutions (e.g. normal matrices). Scaling between different SINEX
solutions is beyond the SINEX foxmat and must be dealt with at the
ccfnbimtion/analysis  stage.

FummNcEs

Blewitt,  G., Y. Bock and J. Kouba: “Constraining the IGS Polyhedron by
Distributed Processing”, workshop proceedings : Densification of ITRF
through Regional GPS Networks, held at JPL, Nov 30-Dec 2, 1994, pp. 21-37.
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1.
2 .
3 .
4 .
5 .
6 .
7 .
8 .
9 .
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

SINEX

VERSION 1.()(1

D E T A I L F O R M A T D E S C R I P T I O N

INTKDUCTION
DATA STRUCTURE
HEADER LINE
FILE/~ BICCK
FILET/CU4MENT BUICK
INPUT/HISTORY BJ-QCK
INPUT/FILES BIOCK
INPUT/~NT B~
SITE/ID BUICK
SITE/DATABIIXK
SITE/RJ3CEIVER  BLOCK
SITE/ANITNNA ~K
SITE/GPS_PHASE_~ER  BLOCK
SITE/WCENTIUCITY BLKKK
SOLUHON/EP02H  BIDCK
SOLU1’ION/STATISTICS
SOLUTION/ESTIMATE BICCK
SOLUTION/APRIORI BLC12K
SOLUTICM/MATRIX_ESTIMATE  BLQ2K
SOLUTION/MATRU_APRIOFU  B~
FcoTER LINE

1. Introduction

This docunumt  describes the Software INde~ndent EKchange (SINEX) format. The
need for such a format grew out of the increasing need to exchange
station coordinates information. It started in early 1995 by an effort from
a number of IGS participants. The format has quickly evolved beyond the
original objectives. The information is organized by blocks. The format is
designed to be easily extended as need my arise.
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2. Data Structure

Each SINEX line has at mst 80 ASCII characters.
The SINEX file is subdivided in groups of data called blocks. =ch block is
enclosed by a header and trailer line. Ea& block has a fixed format. The
blocks contain information on the file, its input, the sites and the solution.
AU elenrmts within a line are defined. A character field without information
will have “-”s within its field and a missing numerical element will have a
value of O within its field. This lets the SINEX  file to be accessible
“column-wise” as well as “line-wise”. Character fields shouldbe left hand
justified whenever applicable.

The first character of each line Mentify  the type of information that the
line contains. Five characters are reserved. They have the following
meaning when they are at the begiming of a line, they identify:
Charaoter Definition
11% 89 Header and trailer line,
O** 99 Comnent  line within  the header and trailer line,
91 +tl Title at the start of a block
11 _ll Title at the end of a block
VI II Data line within a block

No other character is allowed at the beginning of a line.

A SINEX file must start with a Header line and ends with a footer line.

The following blocks are defined:

FII.E/REFHWKE
FILE/C@MENT
INPUT/HISTORY
INPUT/FILES
INPuT/~
SITE/ID
SITE/DATA
SITE/RECEIVER
SI’111/ANTENNA
SITE/GPS_PHASE_CENTER
SITE/UK2NllUCITY
SOIUTION/EPOCH
SOLUTICN/STATISTIC$
SOLUTI@J/lLSTIMATE
SOLU1’ION/APIUOIU
SOLUTION/MATRIX_ESTIMATE {p) {t~)
SOLUTION/MATFUX_APFU@U  {p) {type)

where: {p) LorU
{type} CORRor CCM40r INIKl or SRIF

These block titles are immediately preceded by a “+” or a “-” as
they mark the beginning or the end of a block. The block titles nut be in
capital letters. After a block has started(+) it must be ended(-) before another
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I I I I
i Field I Description—— —
I=iilE! I YY:uuo:ss%s.  “uKY’

—1_Format—1
12.2,

I I H = last 2 digits of the year, I lH:,13.3,  I
I if W <= 50 implies 21-* century, I lH:,15.5 I

I I if YY >50 @lies 20-th century, I I
I LXX)  = 3-digit day in year,

I I SS.SSS  = 5-digit seoxi.s in day. I I
I I —1 I
I Constraint -I stile di9it ~~th t~ lAl

I rzxstrahts:
I O-fixed/tight constraints,
I l-significant constraints,
I 2-umxxwtrained.

I I
I Paramter w I TYP2  o f  Par-ter.
I

I A6
I List of all- paramters: I
I
lsrAx -
lsTAY -
lsrAz -
lvElx -
I VELY -
lvELz -
lIco-

1 Iur -
lXFO -
lYFQ -
lm -
lYFcR-
1 S4T_X
I S%T_Y
I s?)T_z
I .%T_VX
I SAT_VY
I SAT_VZ
I SAT_RP
I SAT_GX

EAT GZ

I

I
I Site Cc& 1
I

I nn.rdxx. I
I

I Point Cc&——
—1

I A tkm character cd? identifying I w
I I physical mcxmnent  within a site. I

I Wically ks a cd? A, but I
I cxmld va~ if the site has nme I
I than one monurent. I I

—l— —1
I Soluticm II) I Character identif  yirg tk solution I A4
I I giwm for a pint at a site. I

I “--—” a@ies to all.

station X cctndhte,  m I
staticm Y ccodkte, m I
staticm Z cconiirkate,  m I
staticm X velccity, dy I
station Y velcnity, dy I
station Z vekcity, N@ I
lergth of day, ml
d?lta tim UT1-UIC,  m I
X ~lar mt ion, ms I
Y polar motion. ms I
X @ar nrt ion rate, rrdd I
Y polar nmt ion rate, mdd I
- Satellite X cxxxd., m I
- Satellite Y word., m I
- Satellite Z ccord., m I
- Satellite X vekxit y, tis I
- Satellite Y velcxity, tis I
- Satellite Z velocity, m/s I
- F@iation  pressute, I
- GX sczde,
- GZ scale, I

SA@I - GY bias, ” m,/s2 I
~-wet +c@T~&laym  I
‘IRCDRY - dry Trcp delay m I
TRUTH - wet Trqm &lay m I

I_
- For statiom:
till sign for a site. (It should ke I
mxistent with IGS cxxmwtion)  . I
- For satellites: I
Use “PRXX” wkre X% is the PRN I

A4

I

I

i

I

.1

I

I

I
I Ckeervation
I Cak.

I

I

I —l—
I A si@e &racter iniicatirg the I ?d
I @chni* (s) usd to arrive at thel
I solutions obtaimd in this SINEX  I
I file. It skxmld  k ccmsistent  with I
I the HIPS crxm?ntion. I
I This character cxxk ray k:
I C-Ccrrbined  tschn.kps  used. I
I D+mIs,
I IrsLR, I
I M+LR, I
I P-a%,
I R-VIM. I

I
I

I

I
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block can begin. The general structure is as follow:

%=SNX . . . . . . . . . . . (Header line)----------!
. . . . . . . . . . . . .
+(BILXK TITLE)-------------I I

. . . . . . . . . . . . I I

. . . . . . . . . . . . I

. . . . . . . . . . . .
-(ELOCK TITLE)------------- I
. . . . . . . . . . . . .
+(BICCK TITLE) -------------I

. . . . . . . . . . . . I

. . . . . . . . . . . . I I

. . . . . . . . . . . . I
-(- TI~)------------  t I
. . . . . . . . . . . . . I
%ENDSNX (Trailer line)---------l

Most fields within a SINEX line are separated by a single spaoe. In the
following sections, each SINEX line is definedby its field nam?, a general
description and the (FORTRAN) format.

The conmmt line (not to be confused with the FILE/CQ4MENT Block) can be written
anywhere within the header and the footer line is defined as:

I C O M M E N T D A T A L I N E I.—— ——— —
I

——— —— ——
I I I

I Field I Description I _ —1Format
l— I I
i Ccmnent I Any general ccmmnt relevant to I 1H*,A79 I
I I the SINEX file. I I
I I I I

I I
I 80 I
I I

For exanple,  the use of 1!*!! in the first col~ ~ be used to effectively hide
information from the software without deleting it from the file.

Sam fields are found in several blocks. To keep the description short, they
are described in detail here, and will be referred to in the sections with
additioml information added when necessary. The fields defined below will be
referenced to by putting them within square brackets [] when encountered in the
following sections.
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3. Header Line (Mandatory)

Description

The  Header  line must be the first line in a SINEX  file.

Contents:

H_ETA_D_E_R_L  I N E
–––~)

Field I Dxxxiption i_FOmt_i
~irst Characterl_SiikjIe  character 8 %! In colufm #1.1 M

I Motkr characterttm ‘%’ is al-1 I
I lrw?d.

—1
.Sectxd l-e C&ratter l=! n.!~1in 1
Character I Id&x&es  ‘ r e s u l t a n t ’  so%!%. I

I tWotkr character than ‘=’ is al-l I
I lowsd.
I

D3cuwnt.  Typ=  l--TfiEE characters ‘SNX’ in cdums ‘I
I 3 to 5. Irxlicates  that this is a
I SINEX cixwn?nt .

Fornat Version I Four digits illdiCatiw tk vers~on
I of SINEX fomt used.
I ‘1.00’ for this version.

F i l e  ?@ncy I Identify tk agency creatirg  tk
Cak? I file.

[Tk] \ Creation tim of this SW file.

I

[%F==Y  -1

[Tim]

[Tim]

[~rvat lon
Cc&]

Nu-ker  of Est-
imates I

[Constraint
call?]

solution
contents

Cbn if k aqmcy providirg  the
&tatinytke  SINEt file

start tim of th? data U.sd M tk
SINF.X  solution
Value 00:0CO:  00CK)O sbuld k
avoicbd.

.Mdtirreoftheda ta used in tk
SINEX solution
Value 00: OLN :00000  skmld  be
avoided.

ml~ to qxerate  the
SINEX solution

Nmker of pxxmeters est’lmtd in
this SINEX f i l e . I

—r--;
1

1x, F4 .2

I
lx, ?3

I
I

1X, 12.2, I
1H:,13.3, I
1H:,15.5 I

I
1 2 2
1:.:1~.~, I
1H:,15.5 I

I
IX,12.2, ‘1
1H:,13.3,  I
1H:,15.5 I

{
lx, Al I

I
1X, 15.5

1’
Mar&tory field. I I

%Gijie cha ra t te r  lrxhcatirg tk I lx, Al I
cxm.st raint in tk SINEX  solution. I
Mandatory field. /

I I
WiEion typs  conthed  in this I 5 (lX, Al)

SINEX file. Each chmacter  in this I

field may k one of tk follcwirq:  I ~
X - Station COxdinates,
V - station Velwities, I
o - Orbitsr

E - Farth Rotation Para’rcters  I
T- Tropxp&re I
BIANX

i 77 I
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Relationship

This line is
the exoeption

with other blocks:

duplicated as the resultant line of the INPUT/HISTORY Block with
of its first character.

4 .  FII.E/FWWWN2E Block (Mandatory for IGS)

Description:

This block provides information on the Organization, point of contact, the
software and hardware involved in the creation of the file.

Contents:

I F I L E R E F E R E N C E D A T A L I N E I———— —.—— .——— ——— ——— ——
I I

I Field I Description I _ —1Format
l— I I I
I Information I Describes the type of information I lx,A18 I
I’rYFe I present in the next field. &y I I

I take on the following values: I I
I I
I I ‘DESCRIPTION’ - Organizations ) / /
I I gathering/altering I I

the file contents.1
I I ‘om’PuT’ - Description of thel I
I I file contents. I

I ‘CCNTACT’ - Address of the I I
I I relevant contact. I I
I e-mail I
I I ‘~’ - Software used to I I
I I generate the file.1 I

I ‘HARDWARE’ - Canputer hardware
I on which above
I software was run.
[ ‘INPUT’ - Brief description
I of the input used
I to generate this
I solut ion.

I lmy of the above fields m a y b e
I and in any order.

I
I
I Information
I
I

I I
I I

I /
I

I I
I I
I I

/ /
-1 I

Relevant information for the type I lx, A60 I
indicated by the previous field. I

I I
I I
I 80
I I
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5 .  FIIE/C@iMENT Block (Optioml)

Description:

This Block can be used to provide

Contents:

general ConTnents about the SINEX data file.

F I L E C O M M E N T D A T A L I N E I——— —
/

——. .—— — ——— —— ——
I I I

I Field I Description I _ —1Format
l— I
I Cement
I
I
I

Any general conmmt providing I 1X, A79 I
relevant information about the I
SINEX file. I /

I I
I 80
I I
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6. INPUT/HISTORY Block (Recomen ded)

Description:

This block provides information about the source of the information used to
create the current SINE)( file.

Contents:

I I N P U T H I S T O R Y DATA L I N E I———— ——— —.-— ——— .—— ——

i Field —-i Jlescription I —1Format
I_File = Imone of tk Tollcwirq  Charae  l—lx, Al

I ters is @rndtted:
I I + I _ T~s &r-r ifi~tes  I

I that tk information that I
/ follcws irkntify an irput I

solution rmtributirg to I
I this SINEX file.

1=, - This character inikates  I
tkt tk information that I

} I follows ickntify  the I
outcut solution file. I i

I I I
lDXXlm?nt TYPe Ir=tiracters ‘SNX’ in colums I~:
I 13t05. Irdicz&stha tthisisa I

I SINFX dccwnmt . I
I I_ I I
I Format Ver~l Four digits irdkatirg tk versionl lX, F4.2 I

I of SINEX forlwst  used.
I I ‘1 .00’ for this version. I I

I I
I [Time]

—i_
[ Cr*tion  time of this SINFX fHe. ! 1 22

li:;I~.~,  I
I I I 1H:,15.5 I

I [Agerwy C6A I*tify tk agsncy provdmg
I data h the SINEX  file.

the I WA3 /

I I I
I [Time]

—i——
I Start  tk of tk data u.563 in tk?l l x 22
I SINEX SOIUtiOn .

/

lH$;.j II
I 1H:,15.5 I

I —1 I I
I [Time] Imtim? of the data used in the I 1 22

I SIM solution. lt:;I~.~, I
I 1H:,15.5 I

I
[@servat Ion I=iqw (s) used to gewrate the ly~–!

I Techniq.E] I SINEX solution.
—1

;N
I I

unber of Est- I-r of parameters estinutd  in I 1X, 15.5
I hates I this SINFX file. 1’I

—1
I [Omstraint I Single digit idicatirg  tk lx, xl I
I cab] I crmstraint  in tk SINEX solution. !

—1
I solution l_Si5Kition types contained “ thi 6 (lx, ?il)
I Contents I SINEX file. Each characte;in ttisl

I field my k one of the follcwing: I
X - Station Coordinates,
V - Station Velocities, I
O - Orbits,
E - Earth Rotation Parameters I
T - Trqmsphere

/ I El&W / !

Ccsrmnt:

The fiml data line
Header line with the

i 79 I

“=” describes the current SINEX file and match the
exception of the first character.
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7. INPUT/FILES Block (Q?tional )

Description:

This block identify the input files and allow for a short conmmt to be
added to describe those files.

Contents:

I I N P U T F I L E S D A T A L I N E I———— —.— —.— — ——— ———
I I I
I Field I Description I_ —1Fonmt
lfiA9ency ~ell Agency creating the solution ales- I lx, A3 I
I I cribed in t h i s  da t a  l i ne . I I
I I I I
I [Tim?] I Tim of creation of the input I 1X,12.2, I
I I SINEX solution I 1H:,13.3, I
I I I 1H:,15.5, I
I I I
I FileNam I Nanr? of the file containing the I 1X,A29 I
I I solution described in the current I I
I I data line. I I

I
I File I General description of the file I 1X,A32 I
I Description I referredto on this data line. I

I 80 I

Ccmrnants:

There must be exactly one INPUT/FILES data line for every INPUT/HISTORY data
line. The final data line must describe this current SINEX file.

8. INPUT/ACKN~NTS Block (Optional)

Description:

This block defines the agency codes contributing to the SINEX file.

Contents:

I I N P U T A C K N O W L E D G M E N  T S D A T A —1L I N E—.— ——— ——.— ———— —— ——— —— ——— —— ——
I I I
I F i e l d I Description I _Fox?mt I
I_i’ency code] I A9ency(ies) contribut~9 to this I lx, A3 I
I I SINEX  f i l e . I I
I I I I
I Agency I Description of agency code. I 1X,A75
I Description I I I

I 80 I
I I
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9. SITE/ID Block (Mandatory)

Description:

This block provides general information for each site containing estimated
parameters.

Contents:

I SITE ID D A T A L I N E I— — — —  — — — —  ——
I

———
I I I

I Field I Description I _ —1Format
[— I I
i [Site Code] I Call sign for a site. I 1X, A4 I

I [Point Code] I Physical monument used at a site I lx, A2 I

I Unique Monumenti Unique alpha-numeric nr.mxmnt 1 1X, A9 I
I Identification I identification. For ITRF purpses, l I
I I it is aninecharacterDC14ES/DCY4EXl I
I I number (five/six digits, followed I I
I I by the single letter ‘M’ or ‘S’, I I

I followedby four/three digits) I I
I I I I
I I I I
I [Observation I Observation technique(s) used. I lx, Al I
I Code] I I I
i- 1 I I
I I I I
1 Station I Free-format description of the I IX,A22 I
I Description I site, typically the town and/or I I
I I country. I

I Approximate I Approximate longitude of the site I 1X, 13, I
I Ungitude I in degrees(W/+),  minutes and I 1X, 12, I
I I seconds. I 1X,F4.1 I
I I I I
I I 1
I Approximate I Approximate latitude of the site I 1X, 13, I
I Latitude 1 indegrees(NS/+-), minutes and I 1X, 12, I
I I seconds. I 1X,F4.1 I

I I I I
I Approximate
I Height
I

Approximate height of the site in I 1X,F7.1 I
nu3ters. I I

I I
I I
I 75 I
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10. SITE/DATA Block (Optional)

Description:

This block gives the relationship between the estimated station parameters
in the SINEX file and in the input files.

Contents:

I S I T E D A T A L I N E I— — . —. ——— ———
I I I
I Field I Description I _ —1Format
InSite Code] I Site Code for solved station I 1X, A4 I
I I coordinates. I I
I I I I
I [Point Code] I Point Ccxie for solved station I lx, A2
I I coordinates. I I
I I I I
I [Solution ID] I Solution number to which the inputl 1X, A4 I
I I in this data line is referred to. I I
I I I I
I [S i te  Code] I Site Code fran an input SINEX filel 1X, A4
I I I I
I I I
I [Point Code] I Point code froman input SINEX I lx, A2
I I file. I I

I I I
I [Solution ID] I Solution Number for a Site/Point I 1X, A4 I
I I franan input SINEX file. I I
I I I I
I [Observation I Observation Code for a Site/point/l lx, Al
I Code] I Solution Nunker from an input I I
I I SINEX file. I
I I I I
I [Time] I Tim of start of data for the I 1X,12.2, I
I I input SINEX file. I 1H:,13.3, I
I I 1H:,15.5 I
I I I I
I [Time] I Tim of end of data for the input I 1X,12.2, I
I I SINEX file. I 1H:,13.3, I
I I 1H:,15.5 I
I I I I
I [Agency C*I I Creation  Agency Code for the inputl 1X,A3
I I SINEX f i l e . I I
I I I I
I [Time] I Creation tti for the input SINEX I 1X,12.2, I
I I file. I 1H:,13.3, I
I I I 1H:,15.5 I

I 71 i
I I
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11. SITE/RECEIVER Block

D e s c r i p t i o n :

List the receiver used
interest.

Contents:

(Mandatory for U&S)

at each site during the observation ~riod of

I S I T E R E C E I V E R D A T A L I N E I—. ——— —..— ———— ———— ———
I I I I
I Field I Description I _ —1Format
l— I I
I [Site Code] I Site code for which sane I 1X, A4 I
I 1 paramters are estimated. I I
I I I
I [Point Code] I Point Code at a site for which I lx, A2

I some parameters are estimated. I I
! I I I
I [Solution ID] I Solution Number at a Site/Point I 1X, A4
I I cods for which sam parameters I I
I I are estimated. I I
I I I
I [Observation I Identification of the observation I lx, Al
I code] I technique used. I
I I I
I [Time] I T@ since  the receiver has been I 1X,12.2,
I I operating at the Site/Point. I 1H:,13.3,
I I Value 00:000:00000 indicates that I 1H:,15.5
I [ the receiver has been operating I
I I at least sin- the “File Epoch I
I I Start Tire”. I
I I I I
I [Tire] I Tine until the receiver is opera- I 1X,12.2, I
I I ted at a Site/Point. I 1H:,13.3, I
I I Value 00:000:00000  indicates that I 1H:,15.5 I
I I the receiver has been operating I I
I I at least until the “File Epxh I I
I I End Time”. I I
I I I I
I Receiver Type I Receiver Name & model. I 1X,A20 I
I I (See Appmdix III for IGS Standardl
I I receiver names) I I
I I I I
I Receiver I Serial numker of the receiver. I lx, AS I
I ~rial Number I Takes on value ‘-----’ if unknown.1
I I I /
I Peceiver I Firmware usedby this receiver I lx,All
I Firmware
I
I

during the epoch specified above. I I
Takes on value I -—-----—--— ----- ~ I I
if unknown. I I

; ;
I 80 I
I I
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12. SITE/MI’ENNA Block

Description:

List of antennas used

Contents:

(Mandatory for IGS)

at each site used in t h e  SINEX  file.

I S I T E A N T E N N A D A T A L I N E I——— —— ——. ——— — — — —  ——.
I I I I
I Field I Description I _ —1Format
l— I I
I [Site -1 I Site code for which saw I 1X, A4 /
I I parameters are estimated. I
I I I I

I I
\ [Point Code] [ Point Cede at a site for which I lx, A2 I
I I som paramters are estimated. I
I I I I
I I I
I [Solution ID] I Solution Number at a Site/Point I 1X, A4 I
I I code for which som parameters I I
I I are estimated. I
I I
I I
I [Obsemation I Identification of the observation
I code] I technique used.

I
~ [Time] I Tim? since the antema has been
I I installed at the Site/Point.
I I Value 00:000:00000 indicates that
I I the antenna has been installed
I I at least since the “File Epoch
I I Start Tim”.
I I

I
I [Time] I
I I
I
I I
I
I I

Time until the antenna is instal-
led at a Site/Point.
Value 00:000:00000 indicates that
the antenna has been installed
at least until the “File Epoch
End TinE”.

I

lx, Al

1X,12.2,
1H:,13.3,
1H:,15.5

1X,12.2,
1H:,13.3,
1H:,15.5

I I I I
I Antenna Type I Antema name & model. I lx, A20 I
I I (see Appendix III for IGS Standardl I
I I antenna names) I I
I I
I I I I
I Antenna I Serial nunWr of the antenna. I lx, AS I
I Serial Number I Takes on value ‘-----’ if unknown.1 I

I I
I 68 I
I I
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13. SITE/GPS_PHASE_Cl?ImR Block (Mandatory for IGS)

lkscription:

List of GPS phase centers offset for all antennas described in the Site
Antema block. The offset is given from the Antema Reference Point (ARP) to
the L1 and L2 phase centers respectively. For IGS purposes see the IGS @ntral
Bureau Information System for ARPs and antema phase center offsets:
directory: igscb/station/general ; files: antenna.gra and rcv_ant.tab

Contents:

I G P S P H A S E C E N T E R D A T A L I N E I——— ———. ——— .——
I

——— ——
I

———
I I

I Field i Description I _ —tFormat
l— I I
I Antenna Type I Antema nam & nu@21. I lx, A20 I
I I (See Appmdix III for IGS Standardl
I I antenna nams) I I
I I I I
I I I
I Antenna 1 Ser ia l  number  of  the  antenna . lx, A5 I
I Seri.al Nun@r  I Takes on value ‘-----’ if unknown.1 I
I I I I
I I I I
I IJ Phase Centerl UP(+) offset from theARP to 1x,F6.4 I
I Up offset I the L1 phase center in nu?ters. I I

I I I I
! Ll Phase Centerl North(+) offset from theARP to I 1x,F6.4 I
I North Offset I the L1 phase center in nters. I I
I I I
I / I I
I Ll P h a s e  Centerl East(+) o f f s e t  franthe ARP t o  I 1x,F6.4 I
I East Offset I t h e  L1 p h a s e  c e n t e r  inmters. I I

I I I I
I L2 Phase C.enterl  ~(+) offset frcmthe AIU? to 1X,F6.4 I
I Up Offset I the L2 phase center in meters. I I
I I I I
I I I I
I 1.2 Phase Centerl  North(+) offset from the ARP to I 1x,F6.4 I
I North Offset I the L2 phase center in inters. I I

I I I I
I I-2 Phase Centerl East(+) offset franthe ARP to I 1X,F6.4 I
I East Offset I the L2 phase @nter inmters. I I
I I I I
I I I
i Antenna cali-
I bration model
I
I

Nam of the antenna model used in I lx, Alo I
the correction of the obsemationsl I
for phase center variations. I I

I
I I
I 80 I
I I
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14. SITE/ECX3ZNTFUCITY  Block (Mandatory for IGS)

Description:

List of antenna eccentricities from the Marker to the Antema Reference
Point (AR?) . For IGS purposes see the IGS Central Bureau Information System
for antema eccentricities:
directory: igscb/station/tie;  files: localtie. t~ and loaltie.~g

Contents:

I SITE E C C E N T R I C I T Y D A T A  L I N E—.— ——— . ..— ———— .——— ———— ——— I
I I I
I_Field I Description l_F&yt I
I [Site Cede] I=mck? for which saw 1 ,
I I pramters are estimated. I
I 1 - I
I [Point-] I Point Code at a siti for tich I lx, A2

I Scxn2parameters  areestimted.  I
I I I I
I [Solution I D ]  l-ion I D  a t  aSke/Poht I 1X, A4 I
I \ * f o r  whirh scxw parcmters  I I
I

I [C&ervation
I Cede]

i [Time]

I

I

I
I [Tim]

a r e  e s t i m a t e d . I
/

Identification of the Observation I lx, ~
techique Usd. 1 “
Tine sirce  tk anterma  has been
installd at tk Site/Point,
Value 00:0CO:OOCQO idbtes  tbt
the antenna b been installed
at least sh tk “File -
Start Tint+’.

Tine  until  tk antenm  k instal-
1 led at a Site/Point.

/ I Value 00:002:00000 idicates  that
I t-k antenna has ken installd

1X, 12.2,
1H:,13.3,
1H:,15.5

lx, 12.2,
1H:,13.3,
1H:,15.5

I
I I at least until the “File I@ch I I
I I w TinK?” . I

—1
I ~ntricity I Referm systefn U* to c.bscrike  I lx, A3
I Refe~ I vector distance fran nmnurent  I
[ system I ke~hrark to the antenna referercel I

I pint: I
I I ‘LINE’ - Local refe~~ system I I

I up, North,  East . I
I ‘XYz’ - Cartesian I@ fereno3 Systeml
I x, Y, z. I
I All units are in meters,
I I

lup/x ‘–—I I@ / X offset fran the marker to I lX, FS.4 I
I Eccentricity I the Antenna refererce pint (ARP) . I I
I I
lNorth/Y I North/Y offset fran the marker to I 1X, F8.4 I
I F.us2ntricity I the Antenna refererm  pint (ARP) . I I

I s a S t / z I Mst/z offs& fran tk marker to I 1X, F8.4 I
I ~ntricity I ths Antenna Eferere point (?@P) . I
I —-—l————

I
72

I I
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15. SOLUTION/EFOCH Block (Mandate@

Description:

List of solution epoch for each Site Code/Point Code/Solution
Nunber/Observation Code (SPNO) _inatiOn.

Contents:

I S O L U T I O N E P O C H S D A T A L I N E I—.— ——.. ——— —— .—— ——— —
I

———
I I I

I Field I Description I _ —1Format
l— I I
I [Site Code] I Site code for which S- I 1X, A4 I
I I parameters are estimated. I
I I I I
I I 1 I
I [Point Code] I Point Code at a site for which I lx, A2 I
I I somsparameters are estimated. I
I I I I

i I I
[Solution IDI I Solution Number at a Site/pQint

I code for which som paramters
I are estimated.

I
[Observation I Identification of the observation
code] ] technique used.

IX,A4

lx, m

I I I
I I / I
I [Tim] I Start tinw for which the solution I 1X,12.2, I
I I identified (SPNO) has observational 1H:,13.3, I

I 1 1H:,15.5 I
I I I I
I I I
I [Time] I End tire for which the solution I 1X,12.2, I
I I identified (SPNO) has observationsl 1H:,13.3, I
I I I 1H:,15.5 I
I I I I
I I I I
I [Time] I klean tim of the observations for I 1 X , 1 2 . 2 ,  I
I I whk.h the solution (SPNO) is I 1H:,13.3, I
I I der ived. I 1H:,15.5  I

I I
I 54 I
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16. SOLUTICN/STATISTICS

Description:

List of solution epoch
Nunber/Observation  Code

Contents:

Block (Cptional)

for each Site Cc&/Point Code/Solution
(SPNO) combination.

I S O L U T I O N  S T A T I S T I C S L I N E I—— ——— ——— —— —.— —.— ——— ———
I I I 1 “
I Field
l—
i Information
I’rype
I
I
I
I

I
I
I
I

I
I
I
I
I

I
I

/

I
I
I
I
I
I

I
I

I

I Information
I

Description I _Format I
I

Describes the type of information I lx, A30 I
present in the next field. May I
take on the following values: I I

I
‘NUMBER OF OBSERVATIONS’ / I

I # of observations used in the
I adjustmmt.
I’NUMBER OF UNKNCWN.s’
I # of unknowns solved in the
I adjustmmt.
I’WLING I~ERvAL (S-S)’
I Interval in seconds between
I successive observations.
I’SQUARE SUMOF RESIDUAI.S (VTPV)’
I Sum of squares of residuals.
I (V’pV);  V-resid. vector;

P- weight matrix
I’PHASE MEASUN34ENTS SI@iA’
I Sigma used for the phase
I masuremnts.
I’CODE MEASUREMENTS  SIGMA’
I Sigm used for the code (pseudo-
1 range) measurements.
I’WEROF DEGREES OF FREEDQ4’
I # of observations minus the
I # of unknowns
I (df)
1’ VARIANCE FACTOR’
I Sum of squares of residuals

divided by the deqrees of

I
I
I
I
I
I
I

I

I

I
I
I
I
I
I
I
I
I
I
I
I

I
I
I
I

I

I
I
I

I

I
I
I
I
I
I
I
I
I
I

freedom (@PV/df)j Equivalent I I
to Chi-squared/df. I I

Any of the above fields maybe I I
present and in any order. I

I
Relevant information for the type I 1x,F22.15 I
indicated by the previous field. I I

I I
I I

54
/ I
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17. SOLUTICN/ES3’IMATE  Block (Mandatory)

Description:

Esthated parameters.

Contents:

I S O L U T I O N E S T I M A T E D A T A L I N E I—— ..— — ——— ———— ———
I

—— ———
I

———
I

I Field I Description Format I
l— / I
I Estimated Para-1 Index of estimated parameters. I 1X, 15 I
I inters Index I values from 1 to the n-r of I I
I I paramters. I I
I I I
I I
l [Parameter ~]1 Identification of the type of I lx, A6
I I parameter. I
I I I
I [Site Code] I Site code for which sam IX,A4
I I parameters are estimated. I
I 1- 1
I [Point Code] I Point Code at a site for which I lx, A2 I
I I som paramters are estimated. I I
I I I I
I [Solution ID] I Solution ID at a Site/Point I 1X, A4
I I code for which som parameters I I
I I are estimated. I I
I I I
I [Time] I @ at which the estimated I 1X,12.2, I
I I paramter  is valid. I 1H:,13.3, I
I I 1H:,15.5 I
I
I Parameter Units
I
I

I

I [Constraint

I I
Units used for the estimates and I 1X, A4 I
sigmas. Typical units are: I
m (meters), I I
m (milliseconds), I
mas (mini-arc-seconds) . I

I I
Constraint amlied to the parame-  I lx,ril I

I code] I ter. I I
I I I I
I Paramter I Estimated value of the parameter. I 1X,E21.15 I
I Estimate I I I
I I I I
I Paramter I Estimated standard deviation for I lX,E1l.6 I
I Standard I the paraneter. I I
I Deviation I I I
I I I I

I I
I 80 I
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18, sO~Im/J@luOW Block (Reconmmded/Mandatoq)

Description:

Apriori information for estimated paramters. This block is mandatory if
significant constraints have been a@ied to the estimated pammters in
SOLUTION/ESTIMATE Block.

Contents:

I S O L U T I O N E S T I M A T E D A T A L I N E— ———— .——— ———— ——— —— —_— ——— I
I I I
I_Field / Description I _Forrmt I
I Apriori Parame-1  Index of apriori parameters. I 1X, 15 I
I ters Index I values from 1 to the number of I I
I I parameters.
I I / /
l [Parmeter ‘l?ype]l Identification of the type of I lx, A6
I I parameter. ~ical id’s are: I I
I I I I
I I I I
I [Site Code] I Site c- with apriori parameter 1 1X, A4 I
I I estimate. I
I I I I
I [Point Code] I Point Code with apriori paramter I 1X,A2
I I estimate. I I
I I I I
[ [Solution ID] I Solution ID at a Site/Point I 1X,A4
I I code with apriori parameter I I
I I  e s t i m a t e . I I
I I I I
I [Time] I Epoch at which the apriori 1X,12.2, I
I I parameter is valid. I 1H:,13.3, I
I I I 1H:,15.5 I
I I I
I Paramter Unitsl Units used for the aprioris and / IX, A4 I

I sigmas. Typical units are: I I
/ I m (meters),

I m (milliseconds),
I I
I

I I mas (mini-arc-seconds). I
I I I I
I [Constraint I Constraint amliedto the parame- I lx, Al
I code] I ter. I
I I I
[ Paraneter I Apriori value of the paramter. I 1X,E21.15
I Apriori I
I /
I Paraneter I Apriori standard deviation for I lX,E1l.6
I Standard I the parameter. I
I Ceviation I
I I I I

I 1
I 80 I
I I
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19. SOI.UTION/MA’lllIX_ESTIMATE  Block (Mandatory)

Description:

The Estimate Matrix can be stored in an Upper or Lower triangular form. Only
the -r or Lower portion needs to be stored because the matrix is always
symnet rical.
The matrix contents can be:

- Correlation Matrix
- Covariance Matrix
- Information Matrix (of Normals)

SFUF - Square Root Information Filter Matrix
The distinction between the form and its contents is given by the title block
which must take one of the following form:

SOLUTION/MATRIX_lK3TIMATE  L @RR
SOLUTION/MATRIX_llSTIMATE  U CORR
SCnJU’TION/MATIUX_=T~TE L ~~
SOLUTION/MATFUX_ESTl14ATE  U (WA
SOLUTION/MATRIX_E3T~TE L MO
SOLUTION/MATRIX_EST~TE U MO
SOLUTION/’MATRIX_=TIMATE  L SRIF
SOLUTION/MATRIX_EST~TE U SRIF

Contents:

lS_O_L_U_T_I_ON  M A TRIX ESTIMATE D A T A LINEI——— ——— — ——— ——— — — —  — — — —  ————
I I I I
I Field I Description I _Fonmt I
l—mtrix Estimatel  ROW index for the Matrix Estimate.1 1X, 15 I
I Row Number I It must match the parameter index I
I I in the SOLUTION/ESTIMATE block I I
I I for the sam parmeter. I I
I I I I
I Matrix Eskimatel C o l u m n  i n d e x  f o r  t h e  Matrix Esti- I 1X, 15 I
I Column Number I mate. It must match the parameter I
I I in&x in the SOLUTION/ESTIMATE I I

I block for the sam? paraneter. I
I I I I
I First  Matrix I M a t r i x  eknent a t  t h e  l o c a t i o n  I lX,EZ1.14  I
lEstimate Elmentl ( Row Number , Column Number ). I I
I I I I
I Second Matrix I Matrix elemmt at the location I 1X,E21.14 I
lEstimate  Elementl  ( Row Number , Column Number + 1).1 I
I I I I
I Third Matrix I Matrix element at the location I 1X,E21.14 I
lEsthte Elementl  ( Row Number , Column Number + 2).I I
I I I

; I
78 I

I I

Ccmmnt:

The Matrix Estimate Row/Column Number correspond to the Estimated Parameters
Index in the SOLU1’ION/ESTIMATE  block. If the CORRmtrix is used, standard
deviations must be stored in the diagonal elemmts.
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Missing elemmts in the matrix are assumed to be zero (0); comeqentlY,  zero
elements may be omitted.

W1’E: The same scale (variance) factor MUST be used for both MATRIX_ESTIt4ATE
and MATFUX_APFUOFU,  as well as for the standard deviations in the ESTIMATE
and AE’RIORI Blocks.

20. SOIIITION/MATRIX_NRIORl  Block (Recmnded/Mandatory)

Description:

The Apriori Matrix can be stored in an Upper or Lower triangular form. Only
the IJpp3r  or Lower portion needs to be stored because the
symnet  rkal. Mandatory if any significant constraint have
SOLU1’ICN/~TIMATE  .
The matrix contents can be:

- Correlation Natrix
- Covariance Matrix
- Information Matrix (of Normals)

SFUF - Square Root Information Filter Martix

matrix is always
been applied to the

The dist&tion between the form and its contents is given by the title block
which must take one of the following form:

SOLUTION/MATRIX_APFUORI L CORR
SOLUTION/MATRIX_APRIORI  U CORR
SOLUTION/MATRIX_APRIORI L COVA
SOLUTION/MATRIX_hPRIORI U COVA
SOLUTION/MATRlX_4PFUORI  L INFO
SOLUTION/MATRIX_APRIORI  U INFO
SOLUTION/MATFUX_APRICXiI  L SRIF
SOLUTION/MATRIX_APRIORI U SRIF

Contents:

I S_O_L_U_T_I_O_N_M_A_T_R_I_X_A_P_R_I  O R I DATA LINE I—— —— ———— —.——
I I I I
I_Field I llx+cription l_FormW_l
I Matrix Apriori  I W8J irxkx for tk Matrix *riori. I lx, 15 I
lRcw Nmker 1 It must retch tts? wranr?t.er  Mx I I
I I in tk EJ3~IWlQRI~  block I I
I I for the s- parameter. I I
I —-—l——— I I
I l.btrix  Apriori I Colwnn * for tk Matrix Esti- I 1X, 15 I
I Cohmm N-r I mte. It must match t.k pmmeter I I
I I hkx i n  th? .9~I@WJPR10RI I I
I I bl~ for tk sare paramter.  I I
I I—. —— -1 —1
I=irst NW rix I M3trix elemmt at tk lccation I 1x, E21.16 I
I Estimate El-t I ( W Nurber , Colunn Nurker ) . I I
I I—.— ———. —1—— I
I-&cord Fhtrix  I &latrix elenmt at ths lccation I 1x, E21.16 “-1
lFstimate  Elemsntl  ( Fun+ Nurker  , COlunn  Mm&r + 1) . I I
I I I I—— —————
I Third Matrix I Matrix elefrent at the lccation I 1x, F21.16  I
Il?.stimte  Elerentl ( pow Ntker , COIUIUI Nur&r t 2) . I I
I 1---— –-.. —.---—.-–.—.-—. ----- I–.—_ . . . . . . I

I 78 I
I I
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Ccmnsnt :

The Matrix Apriori Row/Column Number correspond to the Apriori Paramters Index
in the SOLUTION/APRIORI  block. If the apriori constraint matrix is diagonal and
no loss of significant digits occurs by using the Parameter Standard Deviation
in the SOLUTION/APRIORI block, then, this block be-s redundant. If the CORR
matrix is used, Standard deviations must be stored in the diagonal elemnts.
Missing elemnts in the matrix are assumed to be zero (0); consequently, zero
elem.nts  may be omitted.

NOTE: The sank? scale (variance) factor MUST be used for both MATRI)_ESTIMATE
and MATRIX_APRIORI,  as well as for the standard deviations in the ESTIMATE
and APRIORI  Blocks.

21. Fmter Line (MandatO@

Description:

Marks the end of the SINEX file.

Contents:

I ___––F O O T E R L I N E I
I

—— ——
I I I

I Field I Description I _ —1Format
l— I I I
I End of SINEX I The seven characters %ENDSNX at I A7
I I the beginning of the last line I I
I I mark the end of the SINEX file. I I

I Mandatory line. I

I I
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APPENDIX II

Annotated (real) SINEX sample
(EMR07987.  SNX annotated by Philip Davis of NCL (Newcastle AAC))

%=!MX 1.00NRC 95:123:55260  N’RC 95:113:00000  95:120:OOOOOP 00117 lXE
*-------------------------------------------------------------------------------
*
* ‘rh.is is an annotated SINEX  example, based on the first sukrnksion  from
*  ~. It has been  ~ded and extended by ~ to  i l l u s t r a t e  the  full
* SINEX 1.00 format. Long blocks have keen truncated.
*

*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*

The fol lowing wnvention  is followd for start and end date:
A start date of 00:000:00000  represents  “since the beginning”
lin end date of 00:000:00000  represents “up to now”

* *WARNING: NCI overlappfig  epochs allowed, i..e. epOChS referrh9 to the
*** same site must be continuous *****

Constraints code S are determined as follows:
(Note this is Only SUGGESTION, comnon sense should be used here)
ratio = ( apriori std. dev. ) / ( estimated std. dev. )

ratio <Sqrt( 2 ) wde S = O (fixed/constrained)
Sqrt( 2 ) ~ ratio < 10 codes= 1 (significant constr.)

10 < ratio code S = 2 (loose or unconstr. )

WARNING: This has not yet been standardizedby IGS.

E@ paramter types:
SINEX Units
XPo mas (mini-arc seconds) pole x
YPo mas (mini-arc seconds)
XPOR nu?ds ( m i n i - a r c  sewnds/s)  pole ~ r a t e
YPOR ma/s (min i - a r c  sewnds/s) y rate
m m (mini-seconds) uT1-UTC
I@D ms (mini-seconds) Length of day

They are put at the end of the APFUORI and !lSTIMATE blocks such they
can  be renoved  e a s i l y .

In floating-point fields, the E symbol should be used for exponent -
other symbols (such as D) are not interpreted wrrectly  by som
software (e.g. the ANSI C 1/0 library).

Fields should not be left blank if data is not applicable or
unavailable. These fields should be filled with a data-not-given
character ‘-’ is used here. This enables the file to be read either
by wlum positions of fields, or by token.ising lines by whitespace.

Block order should be kept consistent to aid readability. The format
allows any blocks to be anitted, though obviously sw are essential for
solution submission, and the inclusion of all blocks is enwuraged.

Note the relational problem annotated in SITE/ANTENN?l.
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* The first and last lines begin ‘%’. only ‘%’, ‘*’, ‘+’, ‘-’ and ‘ ‘ are
* allowed in the first column, nxmning ‘begin/end SINEX’, ‘ccrmmt’,
* ‘start block’, ‘end block’ and ‘data line’ respectively.
*
* Header line explanation:
*
* 9=1 Solution operator code. ‘=’ mans ‘resultant’ and is the
* only legal cede in a header line. See INPUT/HIS’IORY
* notes .
*  !$NX! This is a SINEX documnt. Other formats may use similar
* headers.
* ‘1.00’ SINEX version number. MIJST be coded. It is used for
* backward compatibility whenever required.
* ‘NRC 95:122:67080’ The SINEX referenm for this file. SINEX files are
* referred to by the three-character agency code, and a
* creation time-stamp in yy:ddd:sssss format. Agency codas
* should have entries in INPU1’/ACKN~S.
* t~ 95:113:00000
* 95:120:00000’ The agency responsible for the data, and the overall
* data tine span. ‘COM’ means multiple agencies.
* !)?! Technique code. ‘P’ (GPS) ‘L’ (SLR) ‘R’ (VLBI)
* ‘C’ (multiple) and ‘M’ (ILR) are allowed.
* 00117 This solution estimtes 117 parameters.
*1 Constraint code. ‘2’ (unconstrained), ‘l’ (significant
* constraints), ‘O’ (fixed/tight constraints) are allowed.
* X E This solution includes coordinates and EOP. ‘X’, ‘E’
* and ‘V’ (velocities) ‘O’ (orbits) are allowed.
* (Mditional  codes may be defined here)
*-------------------------------------------------------------------------------
* 1 2 3 4 5 6 7 8
*23456789Ol23456789Ol23456789Ol23456789Ol23456789Ol23456789Ol23456789Ol23456789O
*-------------------------------------------------------------------------------
+FILE/REFEWNCE
* This block always contains the following six records
*info type info
DESCiiIPTION Natural Resources Canada / Geodetic Surveys, altered by NCL
ouTPuT NRCan 1995 weekly solution.
ccNTAcr ferland@gdim.geod  .emr.ca
SoI?TNARE combine vO.01
HARDWARE HP 750
INPUT - daily solution

-FILE/REFERENCE
*----------------_-----_-_-------=----------------------------------------------
+FIIE/C@14ENT
* This is a free-fomat block for notes and conrnents.  Substantial remarks
* should go in here, not in * lines.
*
NB This is not an original NRC docment.
This is an example SINEX docunent with truncated blocks. Do not process.
-FILE/COM4ENT
*-------------------------------------------------------------------------------
+INPUT/HISTORY
* Each input solution used to create this solution is listed here. A series
* of + lines give inputs to a ccxn.bination  - the = code is USed for the
* ~Sultmt. The fo~t is identi~l to the header line. The last line should
* always refer to this solution, i.e. match the header line.
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*O ~ ~ AGy T~_s.T~ DAT DATA_START DATA_END T PARAM C TYPE
+–W O.0~ NW, 95:123 :523~NRC 95:l13:OOOiitI 95:114:00000  P 00081 2 X E
+SNX O.O4 m 95:123:52590  NRC 95:114:00000  95:115:00000  P 00082 2 X E
+SNX 0.04 NW 95:123:52881  NRC 95:115:00000  95:116:00000  P 00082 2 X E
+SNX 0.04 NRC 95:123:53091  NRC 95:116:00000  95:117:00000  P 00076 2 X E
+SNX 0.04 W 95:123:53365  NRC 95:117:00000  95:118:00000  P 00073 2 X E
+SNX 0.04 NRC 95:123:53646 NRC 95:118:00000  95:119:00000  P 00079 2 X E
+SNX 0.04  m 95:123:53962  NRC 95:119:00000  95:120:00000  P 00082 2 X E

* ITRF93 ssc/ssv for the 13 ITRF stations in the line below
+SNX 0.04 NW 95:121:59613  NRC 95:116:00000  95:117:00000  P 00078 0 XV
=SNX1.00NPC  95:123:55260 NRC 95:113:00000  95:120:OOOOOP 00117 1 XE

-INPUT/HISTQRY
*----- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
+INPUT/FIIES
* EWery SINEX file referenced in INPUT/HISTORY should have a filenanvs entered
* here. The last Mne of this block is always the n- of the current file.
* Path nanes should be given xmaningful  aliases to keep them short!
*
*AGY TIME_STAMP FILE NAME DESCRIPTION
NFC 95:123:523= 19957w_798/EMR07980.snx NRC Daily solution
NRC 95:123:52590  1995/w_798/EMR07981.snx NRC Daily solution
NRC 95:123:52881  1995/w_798/EMR07982.snx NRC Daily solution
NRC 95:123:53091  1995/w_798/EMR07983.snx NRC Daily solution
NRC 95:123:53365  1995/w_798/EMR07984.snx NRC Daily solution
NRC 95:123:53646  1995/w_798/EMR07985.snx NRC Daily solution
NRC 95:123:53962  1995/w_798/EMR07986.snx NRC Daily solution
NRC 95:121:59613 stacomb_SINEX/950426_apr.snx  ITRF93 for 13 stations
NRC 95:123:55260  staconb_SINEX/EMR07987.snx Week 798 combination
-INPUT/FIIES
*-------------------------------------------------------------------------------
+INPuT/AcKNCmlDGMENTs
* l?ach agency three-character code used in any other block is explained here.
*
*AGY DESCRIPTION
NFC Natural Resour@s  Canada, Geodetic surveys
NCL Newcastle AAC, University of Newcastle upon Tyne, England.
-INPur/AcKNWmDGmNTs
*-------------------------------------------------------------------------------
+SITE/ID
* Each physical monument is known in SINEX by a four-character site code*
* (standardised) andan alphabetic ~int code (arbitrary). Each CODE+PT is
* equivalent to an
* solution has an
* represented as M
*
*CODE PT _ T
ALBH A40129MO03 P
MLK)  A 401O4MOO2 P
ARF.Q A42202MO05P
DAVl A 6601OMOO1 P
DRAO A 401O5MOO2 P
FAIR A 40408MO01 P
FORT A 41602MO01 P
GOLD B 40405S031 P
GUAM A50501-MO02  P
KIT3 A12334MO01  P
KOKB A 40424MO04 P
KCASG A 13504MO03 P

IERS D&ES (or D&x) code. Each mon-wnt estimated in the
entry in this block. Unknown IX14ES (lXMX) codes are
or S following the IF3S convention.

_STATION_DESCRIPTI~_ APPMX_LON_  APPR@_LAT APP H
Albert Head, Canada

——
2363045.2 482323.?– 31.0

Algonquin Park, Canada 281 55 43.1 45 57 20.9 200.0
Arequipa, Peru 288 30 26.0 -16 27 55.9 2488.0
Davis, Antarctica 77 5821.5 -68 34 38.4 96.0
Dan. RAdio Obs.,Canada 240 22 30.1 49 19 21.5 541.0
Fairbanks, U.S.A. 212 30 2.8 64 58 40.9 319.0
Fortalezar Brazil 321 34 27.8 -3 52 38.9 19.0
Goldstone, U.S.A. 243 638.8 35 25 30.6 986.0
Mego, Guam 144 52 6.2 13 35 21.4 206.0
Kitab, Uzbekistan 6653 7.6 39 8 5.2 622.0
Kokee Park,Haw.,U.S.A. 200 20 6.3 22 7 34.6 1167.0
Kootwijk, Netherlands 5 4834.8 52 10 42.4 96.0
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*CCi)E PT DQ4ES T _STATION_DESCRIPTION APPROX_LON_ APPRQX_LAT_ _~p_H_
MADR A 13407S012 P Madrid, Spain 355 45 1.3 40 25 45.0 829.0
kK144 A 66001.MO03 P M@urdo, AntarctiW 166 40 31.2 -77 50 55.2 -1.0
NRCl A M P NRC, Ottawa, Canada 284 22 30.0 45 27 15.0 82.0
KERG A 91201MO02 P Kerguelen Is. 70 15 19.9 -49 21 5.3 73.0
RU45 A40499S018 P Richmond, Flor. U.S.A. 279 36 57.9 25 36 49.7 -15.0
SANT A 41705MO03 P Santiago, Chile 289 1953.2 -33 9 1.1 723.0
SCHEA M P Scheffenille,  Canada 293 0 .0 55 0 .0 200.0
STJO A 401OIMOO1 P St-John’s, Canada 307 1920.2 47 35 42.9 152.0
TIDB A50103M108  P Tidbinbilla, Australia 148 58 48.0 -35 23 57.2 665.0
TRCM A 10302MOO3 P Tromso, Norway 18 5618.0 6939 45.9 132.0
TSK8 A 21730S005 P Tuskuba,  Japan 1 4 0  5  1 5 . 0  3 6  6 2 0 . 4 67.0
w!zm A 14201MO09  P Wettzell, Germany 12 52 44.1 49 8 39.3 666.0
YARl A 501O7MOO4 P Yaragadee,  Australia 115 2049.2 -29 2 47.7 241.0
YELL A 40127MO03 P Yellowknife, Canada 24531 9.5 62 28 51.3 180.0
TAIW A 23601MOOl P Taipei, Taiwan 121 32 11.6 25 1 16.8 44.0
HART A 30302MO02  P Hartebeesthoek, S. A. 27 4228.0-25 53 13.6 1555.0
CHURA M P Churchill, Canada 266 0 .0 59 0 .0 .0
WILL A M P Williams Lake, Canada 237 4955.9 52 14 12.9 1097.0
-SITE/ID
*----- __________________________________________________________________________
+SITE/DATA
* ‘l?his block contains information on the source of each station.
* Since point and solution codes are
* arbitrary, the station name (SITE+PT+SOLN  codes) may be different in the
* input solution - both are given here. Stations which are estimated in
* mltiple  input files have several lines here.
* The information here is fictional, to illustrate the format.
* Each station is defined in SOLUTION/EPOCHS, and each file (AGY+TIM_STAMP  )—
* appears in INPUT/FILRS.
*
*SOLUTION INPUT
*SITE PT SOLN SITE PT SOLN T DATA_START_  DATA___ AGY TIMl_ST144P
ALBH A lALBH B 1 P 95:113:00000 95:120:00000 NRC 95:123:523=
ALBH A lALBHA 1 P 95:113:00000  95:120:00000  NRC 95:123:52590
* etc.
AIGOA IAIJ20A 1 P 95:113:00000 95:120:00000 NRC 95:123:52328
* etc.
-SITE/DATA
*------ -------- -----------------------------------------------------------------
+SITE/REUZIVER
* Here each station (SITE+PT+SOIN codes) has receiver details attached. If
* receivers change during the data span for that station, multiple lines are
* used here. These data spans must fit within the overall station span
* (given in SOLUTION/E~HS)  and should cover the entire sw for each station
* and should not overlap.
*
* Note unknown fields are filled with - characters. No field is left blank.
* ***new to version 1.0()***
* The default characters (“----” in the SOLN field neans that the information
* ~fers to aIl SOLN codes falling  in betwen the start and end epochs.
*
*SITE PT SOLN T DATA_START_ DATA_E~_ DESCRIPTION S/N FIRM4ARE
ALBH A 1 P 95:012:67680  00:000:00000 ROGUE SNR-8000 2~3.0.32.2—
AIGQA 1 P 94:355:00000  00:000:00000 ROGUE SNR-8000 T226 3.0.32.2
AREQA 1 P 94:032:00000  00:000:00000  RCGUE SNR-8000 T253 2.8.32.1x
DAVl A 1 P 94:192:00000 00:000:00000 ROGUE SNR-81OO C119 2.8.1.1
DRAO A 1 P 95:102:61530  00:000:00000  ROGUE SNR-8000 347 3.0.32.3
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FAIR A
FORT A
GOLD B
GUA14A
KIT3 A
KERGA
KOKB A
KOSG A
MADR  A
FK144 A
NRCl A
IUl15A
SMITA
SCHEA
STJO A
TIDB A
TRfY4A
TSKB A
WETTA
YARl A
YELLA
TAIW A
HART A
CMURA
WILL A

*SITE PT SOLN T DATA_START DATA_END DESCRIPTION S/N FIRM4ARE
1 P 94:125:OOOfi  OO:OOO:OOOO0  RCK3JESNR-8 OS 7.8
1 P 93:133:00000  00:000:00000 ROSUE SNR-8000
1 P 94:034:00000  00:000:00000 ROGUE SNR-8
1 P 95:020:00000  00:000:00000 ROGUE SNR-8000
1 P 94:274:00000  00:000:00000 ROGUE SNR-8000
1 P 94:320:00000 00:000:00000 ROGUE SNR-8C
1 P 94:125:00000 00:000:00000  ROGUE SNR-8
1 P 94:327:00000 00:000:00000  ROWE SNR-8
1 P 94:035:00000  00:000:00000  ROGUE SNR-8
1 P 95:025:00000 00:000:00000  R03UE SNR-8000
1 P 93:001:0000000:000:00000 IuXWESNR-8QO0
1 P 95:009:00000 00:000:00000 RCXXIE SNR-8000
1 P 94:131:00000  00:000:00000  ROGUE SNR-8
1 P 95:103:00240  00:000:00000  ROGUE SNR-8000
1 P 95:061:54000  00:000:00000  ROWE SNR-8000
1 P 94:041:00000  00:000:00000  ROGUE SNR-8
1 P 92:259:00000 00:000:00000  RCXGUE SNR-8
1 P 93:349:00000 00:000:00000 ROGUE SNR-8000
1 P 91:203:00000  00:000:00000  ROGUE SNR-800
1 P 94:138:00000  00:000:00000  ROWE SNR-8
1 P 94:131:53520  00:000:00000  RCGUE SNR-8000
1 P 93:293:00000 00:000:00000  ROSUE SNR-8000
1 P 91:001:00000  00:000:00000  RCX3UE SNR-8
1 P 94:103:72240  00:000:00000  RCGUE SNR-8000
1 P 93:279:68580  00:000:00000  ROGUE SNR-8000

T119 2.8
- - - - -  7 . 6

36Q 3.0
T191 2.8.32.1x

CR306 7.8
10 7.8

117 7.8
----- 7.6

275 3.0
----- -----------
T160 3 . 0 . 3 2 . 2

95 7.8
164 3.0.32.2
161 3.3.32.2
3 7.6

----- 4.0
102 2.8
200 7.3

9 7.8
T302 2.8.32.1
201 7.0
114 7.3
305 3.0.32.1
165 -----------

-sITE/mm
*-------------------------------------------------------------------------------
+SITE/ANTENNA
*
*
*
*
*
*
*
*
*
*
*
*

Here each station (SITE+PT+SOLN codes) has antema details attached. If
antennae change during the data span for that station, multiple lines are
used here. These data spans must fit within the overall station span
(given in SOLUTION/EPOCHS) and should cover the entire span for each station
and should not overlap.

Note unknown fields filled with ‘-’ characters. No field is left blank.
***new to version 1.00***

The default characters (“----” in the SOLN field m?ans that the infornntion
refers to all SOLN codes falling in between start and end epoch.

*SITE PT SOLN T DATA_START DATA_END DESCRIPTION sm_
AIM A 1 P 95:Oll:801ti OO:OOO:OOOO0  DORNE MARGOLIN  T 368
~A 1 P  94:047:69300  00:000:00000  DORNENARGOLINT 173
AREQA 1 P 94:032:00000  00:000:00000  DORNE MARGOLIN  T 294
DA~ A 1 P 94:192:00000 00:000:00000 DORNE -LIN T 277
DRAO A 1 P 95:102:64260  00:000:00000  DORNEMAR30LINT 172
FATR A 1 P 91:290:00000  00:000:00000  DORNE MARGDLIN R 96
FORT A 1 P 93:133:00000 00:000:00000 D@lNE MARGOLIN  T 119
GOLD B 1 P 92:180:00000 00:000:00000 DORNE MARGOLIN  R 95
GUAM A 1 P 95:020:00000  00:000:00000 DORNENARGC)LINT 481
KIT3 A 1 P 94:274:00000 00:000:00000 DORNE MARGOLIN  T 362
KERGA 1 P 94:320:00000  00:000:00000  DCXU4EM ARGOLINT 154
KOKB A 1 P 91:106:00000  00:000:00000 DORNEMARWLINR 10
KCSG A 1 P 91:001:00000  00:000:00000  DORNEM?iRGOLINB 119
M?@R A 1 P 89:349:00000  00:000:00000  DORNE MARGOLINR ---—-
hKM4 A 1 P 95:025:00000  00:000:00000  DORNSMAFWLINT 363
NRf21 A 1 P 93:001:00000  00:000:00000 DORNE MAR30LINT --—--
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*SITE pT som T DATA_START_ DATA_END_ DESCRIPTION s/N_
RC145A 1 P 94:195:00000 00:000:00000 DORNE MARGOLIN  T 148
SANTA 1 P 92:035:00000  00:000:00000 DORNEMARSOLINR 95
SCHEA 1 P 94:196:00420 00:000:00000 DORNE MARGC)LIN T 386
STJO A 1 P 95:061:78960  00:000:00000 DORNEMARGOLINT 171
TIDB A 1 P 92:033:00000  00:000:00000 DORNEMAIUWLINR 2
TRlB4A 1 P 92:259:00000  00:000:00000  txXNEMARGOLINB -----
TSKB A 1 P 94:227:00000  00:000:00000  DORNENARGOLIN  T 105
WETT A 1 P 91:203:00000 00:000:00000 DORNE MARGOLIN  B 113
YARl A 1 P 90:337:00000  00:000:00000  DORNEMARGOLIN  R 3
YELL A 1 P 94:075:72000 00:000:00000  DORNEMARGOLIN T 273
TAIW A 1 P 90:335:00000  00:000:00000 DORNENAEWLINB 118
HART A 1 P 95:026:00000  00:000:00000  DORNE MAR30LIN T _——--

‘CHURA 1 P 94:103:72240  00:000:00000  DORNE MARGOLIN T 387
WILL A 1 P 93:279:68580 00:000:00000  DORNEMARGOLIN T -—---
-SITE/ANTENNA
*-------------- -----------------------------------------------------------------
+SITE/GPS_PHASE_CENTER
*
* Here each antenna (DFEXXIPTION + S/N fields) listed in SITE/ANTENNA has phase
* ~nter details attached.
*
* Note unknown fields filled with - characters. No field is left blank.
*
* UP NORTH_ !=ST_ ~_ NORTH_ EAST_
*DESCRIPTION S/N L1-X4RP(m) L2-XW?  (m) Mm

DORNENARGOLIN  B - - - - - .0780 .0000 .0000 ~0960 .0000 .0000 – 
None

DORNE  MARGOLIN  B 113 .0780 .0000 .0000 .0960 .0000 .0000 None
ECXWE MARGOLIN  B 119 .0780 .0000 .0000 .0960 .0000 .0000 None
DORNE MARGOLIN  R --——— .0780 .0000 .0000 .0960 .0000 .0000 None

DORNE MARGOLIN  R 2 .0780 .0000 .0000 .0960 .0000 .0000 None
DORNE MARGOLIN  R 3 .0780 .0000 .0000 .0960 .0000 .0000 None
DOFWE  MARGOLIN  R 10 .0780 .0000 .0000 .0960 .0000 .0000 None
DORNEMARGOLIN  R 95 .0780 .0000 .0000 .0960 .0000 .0000 None
DORNE MARGOLIN  R 96 .0780 .0000 .0000 .0960 .0000 .0000 None
DORNEMARGOLIN  T --—-- .1100 .0000 .0000 .1280 .0000 .0000 None
DORNE MARGOLIN T 105 .1100 .0000 .0000 .1280 .0000 .0000 None
DORNE MARGOLIN  T 119 .1100 .0000 .0000 .1280 .0000 .0000 None
DORNE MARGOLIN  T 148 .1100 .0000 .0000 .1280 .0000 .0000 None

DORNEMARGOLIN  T 154 .1100 .0000 .0000 .1280 .0000 .0000 None
DORNE MARGOLIN T 171 .1100 .0000 .0000 .1280 .0000 .0000 None
IXXU4’E  MARGOLIN  T 172 .1100 .0000 .0000 .1280 .0000 .0000 None
-SITE/GP_PHASE_CENTER
*-------------------------------------------------------------------------------
+SITE/ECCENl’FUCITY
*
* Here each station (SITE+PT+SOLN codes) has eccentricity vectors attached. If
* these change during the data span for that station, multiple lines are
* used here. These data spans must fit within the overall station span
* (given in soLWION/E~HS),  should cover the -tire sw for each station and
* must not overlap.
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* UP WORTH EAST
*SITE PT SOW T DATA_START_ DATA_END AxE ARP—>mNCHMmK (m)
ALBH A
A.U20A
AREQA
DAVI A
DRAO A
FAIR A
FORT A
GOLD B
GUAMA
KIT3 A
KERGA
KOKB A
KOSG A
MADR  A
K244 A
NRCl A
RC145A
SANTA
SCHEA
STJO A
TIDB A
TRQ4 A
TSKB A
mA
YARl A
YELLA
TAIW A
HART A
CHURA
WI~ A

1 P 95: Oil:80100 00:000:00000 UNE
1 P 94:139:00000 OO:OOO:OOOOOUNE
1 P 94:088:00000 00:000:00000 UNE
1 P 94:192:00000  00:000:00000  uNE
1 P 95:102:64260  OO:OOO:OOOOOm
1 P 91:290:00000  OO:OOO:OOOOOU!W
1 P 93:133:00000 00:000:00000 UNE
1 P 92:180:00000 00:0OO:OOOOOm
1 P 95:020:00000  00:000:00000 UNE
1 P 94:274:00000  OO:OOO:OOOOOm
1 P 94:320:00000  OO:OOO:OOOOOUNE
1 P 91:106:00000  OO:OOO:OOOOOUhE
1 P 94:001:00000 00:000:00000 UNE
1 P 89:349:00000 00:000:00000 UN13
1 P 95:025:00000  00:000:00000 UNE
1 P 93:001:00000  OO:OOO:OOOOOUNE
1 P 93:284:00000 00:000:00000 UNE
1 P 92:035:00000  00:000:00000  w
1 P 94:196:00420 00:000:00000 w
1 P 95:057:48480  00:OOO:OOOOOu?ii3
1 P 92:033:00000 00:000:00000 w
1 P 92:259:00000  00:000:00000  m
1 P 94:227:00000 OO:OOO:OOOOOUNE
1 P 91:203:00000 00:000:00000 UNE
1 P 90:337:00000 00:000:00000 UNE
1 P 94:287:00900  00:OOO:OOOOOuta3
1 P 90:335:00000  00:000:00000  UNE
1 P 91:001:00000 00:000:00000  UNE
1 P 94:103:72240  00:OOO:OOOOOutt3
1 P 93:279:68580  00:000:00000  UNE

.1000

.1000

.0610

.0035

.1000

.1160

.6430

.0000

.0614

.0460

.4200

.0930

.1050

.0000

.1830

.0000

.0000

.0930

.1000

.1000

.0920
2.4734
.0000
.0000
.0730
.1000

1.7685
9.7540
.0000
.0010

-SITE/~RICITY
*----------------------------------------------------------

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

-————-—-.

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

.0000

+SOLUTION/EP031S
*
*
*
*
*
*
*
*
*
*
*

This block is the logical starting-point for interpreting the file, since it
defines the stations in the solution. A station is particular solution for
a monument, referenced by SITE, PT and SOLN codes. Multiple integer solution
codes may be used (arbitrarily) to give multiple solutions for a point in the
same estimate - at different epochs, for instance.

Each station invoked here should have one or more entries in each of
SITE/RECEIVER, SITE/ANTENNA, SITE/DATA and SITE/ECCENTRICITY.
The mmummt (SITE+PT) should be defined in SITE/ID.

*SITE PT SOIN T _DATA_START DATA END MEAN EPOCH—— ——
ALBH A 1 P 95:113:00000 95:120~00000  95:11~:4320~
ALCOA 1 P 95:113:00000  95:120:00000  95:116:43200
AREQ A 1 P 95:113:00000 95:120:00000  95:116:28800
CHURA 1 P 95:118:00000 95:120:00000  95:119:00000
DAVl A 1 P 95:113:00000  95:114:00000  95:113:43200
DRAO A 1  P  95:113:00000 95:120:00000 95:116:43200
FAIR A 1 P 95:113:00000 95:120:00000  95:116:43200
FORT A 1 P 95:113:00000  95:118:00000  95:115:21600
GOLD B 1 P 95:113:00000  95:120:00000  95:116:43200
GUAM A 1 P 95:113:00000  95:120:00000  95:116:43200
HART A 1 P 95:115:00000 95:120:00000  95:117:28800
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*SITE PT SOIN T DATA START DATA END MllAN EPCCH
KERGA
KIT3 A
KOKB A
KOSG A
MADR A
FKM4 A
NRCl A
RCM5A
SANTA
SCHEA
STJO A
TAIW A
TIDB A
TIU3M A
TSKB A
WETT A
WILL A
YARl A
YELLA

——
1 P~5:ll~:OOOO~  ~:120~OOOO0  95:ll~:4320b
1 P 95:113:00000  95:119:00000  95:116:00000
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000 95:120:00000  95:116:14400
1 P 95:113:00000 95:120:00000  95:116:43200
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000 95:116:00000  95:114:43200
1 P 95:113:00000 95:120:00000  95:116:43200
1 P 95:114:00000  95:120:00000  95:117:43200
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000 95:120:00000  95:116:43200
1 P 95:113:00000 95:120:00000  95:116:43200
1 P 95:113:00000 95:120:00000  95:116:00000
1 P 95:118:00000  95:120:00000  95:119:00000
1 P 95:113:00000  95:120:00000  95:116:43200
1 P 95:113:00000  95:120:00000  95:116:43200

-SOLUTION/EPKHS
*-------------------------------------------------------------------------------
+SOLUTION/ESTIMATE
*

* The parameter estimates are written here. Parameter types STAX, STAY, STAZ,
* VELX, VELY, VEL2 (coordinate and velocity x, y, z) are followed by a
* station reference. Erp types I.QD,  W, XPO, YPO have no station. The
* constraint code (O, 1 or 2) is given here for each parameter - the empty
* fields are filled with a data-not-given character (-)
*
* *** New to version 1.00 ***
* TYPE increased to 6 chars, ESTIMATED Value field to 21 chars, STD
* decreased to llchars (included here for information only) ***
* The STDS for consistency must be the same as the corresponding values
* derived from the MATRIX blocks, which are given to full num. precision.
*INDEX TYPE CODE PT SOLN_REF_EPOCH_  UNIT S ESTIMATED ~_ _STD_DEV

1 STAX-ALBH A
—

.1845776E-2
2 STAY ALBH A
3 STAZ ALBH A
4 STAX AI-GO A
5 STAY ALGO A
6STAZ ALGQA
7 STAX AREQ A
8 STAY AREQ A
9STA2 AREQA

10 STAX CHUR A
11 STAY CHUR A
12 STA2 CHUR A
13 STAX DAVl A
14 STAY DAVl A
15 STAZ DAVI A
16 STAX DRAO A
17 STAY DRAO A
18 STA2 DRAO A
19 STAX FAIR A
20 STAY FAIR A
21 STA2 FAIR A
22 STAX FORT A

1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200 m
1 95:116:43200  m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:28800m
1 95:l16:28800m
1 95:l16:28800m
1 95:l19:OOOOOm
1 95:119:00000  m
1 95:119:00000 m
1 95:113:43200  m
1 95:l13:43200m
1 95:113:43200 m
1 95:116:43200 m
1 95:116:43200  m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200 m
1 95:l16:43200m
1 95:l15:21600m

2 -.234133292758691E+7
2 -.353904953122971E+7
2 .4745791466277621E+7
1 .9181294929904674E+6
1 -.434607120901217E+7
1 .4561977840428489E+7
2 .1942826687525561E+7
2 -.580407019776578E+7
2 -.179689395509440E+7
2 -.236438707221352E+6
2 -.330761674613259E+7
2 .5430049170384845E+7
2 .4868545524273632E+6
2 .2285099364466271E+7
2 -.591495576584752E+7
2 -.205916467723249E+7
2 -.3621108346O5865E+7
2 .4814432386809346E+7
O -.228162142409438E+7
O -.145359574941OO3E+7
O .5756961936406008E+7
2 .4985386578502384E+7

.1890911E-2

.2075918E-2

.1768625E-2

.1797731E-2

.1878956E-2

.6477347E-2

.8829387E-2

.3872643E-2

.2190659E-2

.2499980E-2

.3338507E-2

.5143560E-2

.5465295E-2

.8718856E-2

.1818058E-2

.1859042E-2

.2053716E-2

.2008781E-2

.21OO198E-2

.2509140E-2

.1084655E-1
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*INDEX TYPE CODE PT SOLN _REE_EPCCH_ UNIT S ESTIMATED VALUE _STD_DEV_
23 STAY— FORT A . 9229132E-2
24 STAZ
25 STAX
26 STAY
27 STAZ
28 STAX
29 STAY
30 STAZ
31 STAX
32 STAY
33 STAZ
34 STAX
35 STAY
36 STA2
37 STAX
38 STAY
39 STA2
40 STAX
41 STAY
42 STA2
43 STAX
44 STAY
45 STAZ
46 STAX
47 STAY
48 STAZ
49 STAX
50 STAY
51 STA2
52 STAX
53 STAY
54 STAZ
55 STAX
56 STAY
57 STAZ
58 STAX
59 STAY
60 STAZ
61 STAX
62 STAY
63 STA2
64 STAX
65 STAY
66 STAZ
67 STAX
68 STAY
69 STAZ
70 STAX
71 STAY
72 STA2
73 STAX
74 STAY
75 S’TAZ
76 STAX
77 STAY
78 STAZ
79 ST’AX

FORT A
GOLD B
~LD B
GOLD B
GUAM A
GUAM A
GUAM A
HART A
HART A
HART A
KERGA
KERGA
KERG A
KIT3 A
KIT3 A
KIT3 A
KOKB A
KOKB A
KOK8 A
KOSG A
KOSG A
KOSG A
MADR A
MADR A
MADR A
M(M4 A
MCM4 A
lK144 A
NRCl A
WRCl A
WRCl A
RCM5A
RCJ45A
RCM5A
SANTA
SANTA
SANTA
SCHE A
SCHEA
SCHE A
STJO A
STJO A
STJO A
TAIW A
TAIW A
TAIW A
TIDB A
TIDB A
TIDB A
TRCf4 A
TR@l A
TRQ!4 A
TSKB A
TSKB A
TSKB A
WETT A

1 ~5:lT5:21600 m
1 95:115:21600  m
1 95:116:43200  m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:117:28800  m
1 95:117:28800  m
1 95:l17:28800m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:OOOOOm
1 95:l16:OOOOOm
1 95:l16:OOOOOm
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200  m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:14400m
1 95:l16:14400m
1 95:l16:14400m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200  m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200 m
1 95:116:43200  m
1 95:l14:43200m
1 95:114:43200 m
1 95:l14:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200  m
1 95:117:43200  m
1 95:l17:43200m
1 95:117:43200  m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200  m
1 95:116:43200  m
1 95:116:43200  m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:OOOOOm

—-
2 T395499854274894E+7
2 -.428426474252779E+6
1 -.23536141731OO7OE+7
1 -.464138536535744E+7
1 .3676976474604919E+7
2 -.507131279252173E+7
2 .3568363515536474E+7
2 .1488904271291384E+7
O .5084625439996016E+7
O .2670366550990838E+7
1 -.276849396332954E+7
2 .1406337354635808E+7
2 .391816114363OO1OE+7
2 -.481616739541420E+7
2 .1944945408967126E+7
2 .4556652228809900E+7
2 .4004325952269760E+7
O -.554383812506372E+7
o -. 205458735000368E+7
1 .2387809656652860E+7
1 .3899225249570046E+7
1 .3967318114717967E+6
1 .5015078333904634E+7
1 .4849202445485532E+7
1 -.360329133978604E+6
1 .4114913089855005E+7
2 -.131170323900895E+7
2 .310815142O651672E+6
2 -.621325504790322E+7
2 .1112777313114861E+7
2 -.434147580328482E+7
2 .4522955793195269E+7
2 .961334733973102OE+6
2 -.5674074174O1O52E+7
2 .2740535190143120E+7
O .1769693284302684E+7
O -.504457411643344E+7
1 -.3468321048O9249E+7
2 .1450982826872315E+7
2 -.338693424191906E+7
2 .518930133561O829E+7
2 .261263122249621OE+7
2 -.342680699958938E+7
2 .4686757814504888E+7
2 -.302478192993486E+7
2 .4928936907613859E+7
2 .2681234449924764E+7
o-.446099608394879E+7
0 .2682557122624863E+7
1 -.367444382121832E+7
1 .210294O345331658E+7
1 .7215693988724571E+6
O .5958192085393612E+7
2- .395719924355657E+7
2 .33101997O9624858E+7
2 .3737711702012423E+7
1 .4075578580084480E+7

.2879426E-2

.2060113E-2

.2135362E-2

.2151652E-2

.3359775E-2

.3434317E-2

.2465369E-2

.3117434E-2

.2988406E-2

.2436794E-2

.3228912E-2

.3090251E-2

.2887894E-2

.3880638E-2

.4395018E-2

.4075488E-2

.2572993E-2

.2349073E-2

.21OOO31E-2

.1777152E-2

.1725390E-2

.1593831E-2

.1730374E-2

.1739288E-2

.1417137E-2

.2978227E-2

.3072598E-2

.4581133E-2

.1834574E-2

.1899372E-2

.2001532E-2

.2721087E-2

.4543879E-2

.2918609E-2

.3096912E-2

.3047045E-2

.2679039E-2

.2170755E-2

.2378425E-2

.2882939E-2

.1852240E-2

.19091OOE-2

.1941888E-2

.3600265E-2

.4052780E-2

.2902421E-2

.2950717E-2

.2958276E-2

.2716867E-2

.2258738E-2

.2336037E-2

.3604893E-2

.2924832E-2

.3038009E-2

.2546651E-2

.1776241E-2
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*1~~ TYPE CODE PT SOI.N ItEl? EPWH__ UNIT S _ ESTIMATED ~_ _STD_DEV
80 STAY— WETT A . 1731380~155: li6: 000~ m 1 Z318526769029480E+6 -

1 95:116:00000 m O .4801570021461830E+7
1 95:119:00000 m 2 -.208425800223933E+7
1 95:l19:OOOOOm 2 -.331387295088804E+7
1 95:l19:OOOOOm 2 .5019853121O97O4OE+7
1 95:116:43200 m 1 -.238902544223632E+7
1 95:l16:43200m 1 .5043316884438646E+7
1 95:116:43200  m 1 -.307853084113885E+7
1 95:116:43200  m 1 -.122445249322380E+7
1 95:l16:43200m 1 -.268921606751285E+7
1 95:l16:43200m 1 .5633638286707014E+7
1 95:l13:43200ms 2 .2871055744817214E+1
2 95:l14:43200ms 2 .295965254011O83OE+1
3 95:l15:43200ms 2 .2973492029661421E+1
4 95:l16:43200ms 2 .2919511470925497E+1
5 95:l17:43200ms 2 .2799350739071390E+1
6 95:l18:43200ms 2 .2600397770842830E+1
7 95:119:43200 m 2 .2430330357604413E+1
1 95:l14:43200ms 2 .8722024405764063E+2
2 95:l15:43200ms 2 .8430515991559695E+2
3 95:l16:43200ms 2 .813651OO32786199E+2
4 95:117:43200  ms 2 .7849507028080811E+2
5 95:l18:43200ms 2 .7572503990368940E+2
6 95:l19:43200ms 2 .7312024540830212E+2
1 95:113:43200  maS 2 .10296O8387361842E+3
2 95:114:43200  mdS 2 .10697256O2672O64E+3
3 95:115:43200 lllaS 2 .1113899879374726E+3
4 95:116:43200 ItlaS 2 .1154778670578098E+3
5 95:117:43200 maS 2 .1194089883086856E+3
6 95:118:43200  maS 2 .1236303461298091E+3
7 95:119:43200  llEIS 2 .1275168152328533E+3
1 95:113:43200  n@S 2 .5530926512007116E+3
2 95:114:43200 l’L&3 2 .5521110887312243E+3
3 95:115:43200  maS 2 .5512599272862197E+3
4 95:116:43200  lllaS 2 .5497716474578965E+3
5 95:l17:43200mas 2 .5485830683498143E+3
6 95:118:43200 maS 2 .5470190294873472E+3
7 95:119:43200  N@S 2 .5455323053395770E+3

------------—-----———------——----————-----——

.1457045E-2

.2188081E-2

.2351786E-2

.2824378E-2

.2931452E-2

.2937762E-2

.2538746E-2

.2055871E-2

.2061675E-2

.3035230E-2

.1212729E-1

.1131045E-1

.1201761E-1

.1199782E-1

.1192584E-1

.1188556E-1

.1082158E-1

.1318171E-1

.1575504E-1

.1745336E-1

.1867862E-1

.1998887E-1

.2099974E-1

.7876117E-1

.7569313E-1

.7622913E-1

.7722355E-l

.7541868E-1

.7505631E-1

.7039234E-1

.9289514E-1

.8795571E-1

.8666021E-1

.8859832E-l

.8738927E-l

.8867092E-1

.8377195E-1

——------——-

81 STAZ
82 STAX
83 STAY
84 STAZ
85 STAX
86 STAY
87 STAZ
88 STAX
89 STAY
90 STA2
91 LOO
92 Y.QD
93 LOD
94 IOD
95 IOD
96 ~D
97 IDD
98 UI?
99 UI’

100 m
101 m
102 m
103 U1’
104 XPo
105 XPo
106 XPO
107 XPo
108 XPO
109 XPo
110 XPo
111 YPo
112 YPo
113 YPo
114 YPo
115 YPo
116 YPO
117 YPo

WETT
WILL
WILL
WILL
YARl
YARl
YARl
YELL

A
A
A
A
A
A
A
A
A
A

---- --
---- --
---- --
---- --
---- --
---- --
---- -—
---- --
---- --
--—- --
---- --
---- --

------
---- --
---- --
---- --
---- --
---- --
---- --
---- --
---— —-
---— --
_—-- --
---- --
---- --
---— --
---- --

-SO~ION/ESTR4ATE
*--------------------------

+SOLUHON/APKCOFU
*
* The sam format as the previous block, but parameters given, and their
* order, can be different.
*
* ITRF93(1995.318)  coord. constraints for the 13 stations applied (ITRF SSC+
* SSV sigmas used, responsible for correlation in APRIOIU matrix)
* *** N- to version 1.00 ***
* TYPE increased to 6 chars, ESTIMATED Value field to 21 chars, STD
* decreased to llchars (included here for information only) ***
* The STDS for consistency must be the sam as the corresponding values
* derived from the MATRIX blocks.
*
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*INDEX TYPE
1 sTAX—
2 STAY
3 STAZ
4 STAX
5 STAY
6 STAZ
7 STAX
8 STAY
9 STAZ

10 STAX
11 STAY
12 STAZ
13 STAX
14 STAY
15 STAZ
16 STAX
17 STAY
18 STAZ
19 STAX
20 STAY
21 SrAz
22 STAX
23 STAY
24 STAZ
25 STAX
26 STAY
27 STAZ
28 STAX
29 STAY
30 STAZ
31 STAX
32 STAY
33 STAZ
34 STAX
35 STAY
36 STAZ
37 STAX
38 STAY
39 STAZ
40 VE.IX
41 VELY
42 VELZ
43 VELX
44 VELY
45 VELz
46 VEIX
47 VELY
48 VELZ
49 VELx
50 VELY
51 VELz
52 VELX
53 VELY
54 VELz
55 VELX
56 VELY
57 VELz

1 95:116:43200 m
1 95:116:43200  m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200 m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:116:43200  m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200 m
1 95:116:43200 m
1 95:116:43200 m
1 95:116:43200  m
1 95:116:43200  m
1 95:l16:43200m
1 95:l16:43200m
1 95:l16:43200m
1 95:116:43200  m
1 95:l16:43200m
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:116:43200  m/y
1 95:116:43200  M/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:116:43200 m/y

CODE PT SOLN REF_EPOCH UNIT S ESTIMATED VALUE
AIGOA 2 :91812950316301E+06
AI.GOA
AI.GOA
FAIR A
FAIR A
FAIR A
COLD B
GOLD B
GOLD B
HART A
HART A
HART A
KOKB A
KOKB A
KOKB A
KOSG A
KOSG A
KOSG A
MADR A
MADR A
MADR A
SANTA
SANTA
SANTA
TIDB A
TIDB A
TIDB A
TRC24 A
TR@l A
TRCM A
WETT A
WETT A
WETT A
YARl A
YARl A
YARl A
YELL A
YELL A
YELL A
AT.GOA
A.IGQA
AI&OA
FAIR A
FAIR A
FAIR A
C43LD B
GOLD B
GOLD B
HART A
HART A
HART A
KOKB A
KOKB A
KOKB A
KOSG A
KOSG A
KOSG A

2 -.43460712286616E+07
2 .45619778480795E+07
2 -.22816214309794E+07
2 -.14535957605986E+07
2 .57569619418178E+07
2 -.23536141750178E+07
2 -.46413853870781E+07
2 .36769764725192E+07
2 .50846254292986E+07
2 .26703665485452E+07
2 -.27684939831945E+07
2 -.55438381300644E+07
2 -.20545873456548E+07
2 .23878096512000E+07
2 .38992252531315E+07
2 .39673180967945E+06
2 .50150783278438E+07
2 .48492024545575E+07
2 -.360329141OO548E+O6
2 .41149130953329E+07
2 .17696932851836E+07
2 -.50445741389849E+07
2- .34683210399342E+O7
2 -.44609960811534E+07
2 .26825571044644E+O7
2 -.36744438230192E+07
2 .210294O352O6O3E+O7
2 .7215694031O411E+O6
2 .59581920940479E+07
2 .40755785850603E+07
2 .93185266801781E+06
2 .48015700238753E+07
2 -.23890254414616E+07
2 .50433168528356E+07
2 -.30785308583027E+07
2 -.12244524961055E+O7
2 -.2689216069811OE+O7
2 .56336382822123E+07
2 -.21700000000000E-01
2 -.21OOOOOOOOOOOOE-O2
2 .66000000000000E-02
2 -.28500000000000E-01
2 -.19000000000000E-02
2 -.101OOOOOOOOOOOE-O1
2- .191OOOOOOOOOOOE-O1
2 .61OOOOOOOOOOOOE-O2
2 -.47000000000000E-02
2 -.54000000000000E-02
2 .17600000000000E-01
2 .21600000000000E-01
2 -.12900000000000E-01
2 .61400000000000E-01
2 .29200000000000E-01
2 -.21800000000000E-01
2 .21200000000000E-01
2 .12200000000000E-01

_STD_DEV
.300264E-02
.300413E-02
.300413E-02
.300148E-02
.300264E-02
.300264E-02
.400111E-02
.500089E-02
.500089E-02
.401782E-02
.400793E-02
.400607E-02
.300413E-02
.300264E-02
.300413E-02
.502860E-02
.502534E-02
.304205E-02
.300595E-02
.300264E-02
.200891E-02
.405435E-02
.403570E-02
.406511E-02
.400793E-02
.400446E-02
.400607E-02
.422320E-02
.413292E-02
.490313E-02
.300264E-02
.300148E-02
.200396E-02
.500803E-02
.501674E-02
.401238E-02
.320725E-02
.338846E-02
.484908E-02
.400000E-03
.500000E-03
.500000E-03
.300000E-03
.400000E-03
.400000E-03
.300000E-03
.300000E-03
.300000E-03
.120000E-02
.800000E-03
.700000E-03
.500000E-03
.400000E-03
.500000E-03
.170000E-02
.160000E-02
.160000E-02
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*INDEX TYPE CODE PT EK)LN REF EPOCH UNIT S— _ESTIMATED VALUE
58 VELX MADRA
59 VELY MADR A
60 VELZ MADR A
61 VELX SANTA
62vELY SANTA
63 VELZ SANTA
64 VELX TIDB A
65 VELY TIDB A
66 VELz TIDB A
67 VELX TNX4 A
68 VELY TRDM A
6 9  V E LZ TROMA
70 VELx WETT A
71 VELY WETT A
72 VELZ WETT A
73 VELx YARl A
74 VELY YARI A
75 VELZ YARl A
76 VELX YELL A
77 VELY YELL A
78 VELZ YELL A

-SCUJUTION/APFUORI

1 95:116:43200 m/y
1 95:116:43200  tiy
1 95:116:43200  m/y
1 95:116:43200 tiy
1 95:116:43200 m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:116:43200 tiy
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:l16:43200m/y
1 95:116:43200 m/y
1 95:l16:43200m/y
1 95:116:43200 m/y

2 -.141OOOOOOOOOOOE-O1
2 .22200000000000E-01
2 .201OOOOOOOOOOOE-O1
2 .22800000000000E-01
2 -.63000000000000E-02
2 .25600000000000E-01
2 -.35400000000000E-01
2 -.17000000000000E-02
2 .41200000000000E-01
2- .25200000000000E-01
2 .16200000000000E-01
2 .65000000000000E-02
2 -.25200000000000E-01
2 .191OOOOOOOOOOOE-O1
2 .12300000000000E-01
2 -.45900000000000E-01
2 .90000000000000E-02
2 .40300000000000E-01
2 -.28900000000000E-01
2 .60000000000000E-03
2 -.25000000000000E-02

*-------------------------------------------------------------------

_STD_DEV
.600000E-03
.400000E-03
.600000E-03
.21OOOOE-O2
.170000E-02
.230000E-02
.800000E-03
.600000E-03
.700000E-03
.430000E-02
.330000E-02
.900000E-02
.400000E-03
.300000E-03
.400000E-03
.900000E-03
.130000E-02
.1OOOOOE-O2
.360000E-02
.500000E-02
.870000E--O2

+SOLUTION/MATRIX_EsTIMATE  L CORR
* Uwer triangular correlation matrix elem?nts, referenced by two parameter
* index numbers from SOLUITON/ESTIMATE,  are given here.
* ***New to version 1.00 ***
* The PARA fields increased to 21 chars, For CORR STDS must be given on
* the  main d i a g o n a l
*

*PARAl  PARA2 PARA2+0 PARA2+1 PARA2+2
1 1 .184577690512345-02
2 1 .29425156137028E-01 .18909112191234E-02
3 1- .26004023015799E+O0 -.28793741628090E+O0 .20759188181234E+01
4 1 .54687523972711E+O0 -.65452884277258E-01 -.43204669126067E-01
4 4 .17686254341234E-02
5 1  -.39819911260492E-01 .40433299131131E+O0 .11136939059432E+O0
5 4 -.501O665938462OE-O2 .17977311401234E-02
6 1 -.35321953180784E-01 .14019789950983E+O0 .42813765846990E+O0
6 4 .49918344878102E-O1 -.26545148121353E+O0 .18789567101234E-O2
7 1 .69393516209264E-01 -.50927698251188E-01 -.18770770478848E-02
7 4 .11249919556344E+O0 .3641701O197355E-O1 -.96512409551535E-02

* . . . . . . . . . . . . . . . . . . 22901ines deleted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
117” 1 .39554853137016E-02
117 4 .61854528268407E-01
117 7 -.14839162033233E-01
117 10 .24473678103268E-O1
117 13 .13124059834379E-01
117 16 .11834483725591E-01
117 19 -.69920935880248E-02
117 22 .56262209482092E-02
117 25 .13595733163360E-01
117 28 .49976730750360E-01
117 31 .58434167118809E-01
117 34 .18742319369700E-01
117 37 .37293677828651E-01
117 40 -.15793512947600E-01

-.14701327842692E+O0
-.15582766664907E+O0
.1OO88643393429E-O1

-.17719246220580E+O0
.19447280189975E+O0

-.153943485481OOE+OO
-.15152016672011E+O0
.44664432377454E-01

-.36791832813222E-01
-.52603056350601E-02
.7916291~401483E-01
.29877748842137E+O0

-.26370207939877E-01
.16902050747741E-01
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-.21849261652602E+O0
-.35595192513222E+O0
-.34620521O1O973E+OO
-.11471841650685E+O0
.55372167099218E-01

-.23577099430936E+O0
-.15707791358241E-01
-.29206116099859E+O0
-.34302028599229E+O0
.35995661727203E+O0
.19036198391OOOE+OO
.27423619442271E+O0
.28314439940865E+O0

-.68991757800683E-01



PARA2+1 PARA2+2*PARAl PARA2 PARA2+0
117 43 .13839204459350E-01
117 46 .17373506530565E-02
117 49 -.31558372465614E-02
117 52 .52662048663150E-01
117 55 .17854027402451E-01
117 58 -.20557084589204E-01
117 61 .51717169153988E-01
117 64 .60566764029226E-01
117 67 .15946573701O26E-O1
117 70 - .56965234511833E-01
117 73 .10379256768O73E-O1
117 76 .45650296192972E-01
117 79 - .15366288987877E-01
117 82 -. 7152181710747OE-O2
117 85 - .46279787222485E-01
117 88 .17270566844414E-02
117 91 .67279754048700E-02
117 94 .46879651728024E-02
117 97 - .33487318865767E-01
117 100 -.10651453627699E-O1
117 103 -. 10868132563959E-O1
117 106 .56288295168491E-01
117 109 .48458825773687E-01
117 112 .50888540957265E+O0
117 115 .49291348118876E+O0

-SOLUTION/MATRIX_ESTIMATE L CO~
*---------------Z - - - - - - - - - - - - - - - - -

-.90319568728349E-01
.75995410738772E-O2
.330863246921O8E+OO

-.96698061270683E-01
.45413441850211E-01
.17772427521895E+O0

-.12774683850231E+O0
-.96756801702711E-01
-.52959490859687E-01
.12258278357446E+O0

-.13337986646258E+O0
-.14097331O82148E+OO
-.76872083582857E-01
-.14261694699670E+O0
.17675785161574E+O0

-.17956461690783E+O0
.1710529O27652OE-O1
.15162522246501E-02

-.15479070213606E-01
-.97673708447794E-02
.55392984612278E-01
.610445O3649448E-O1
.64903577511731E-01
.49512938569870E+O0
.51840633003163E+O0

————-----------------——

.87241280008327E-01
-.22097307167853E-01
-.21155116202680E-01
-.38697065241955E+O0
-.39199818754031E+O0
-.38888132782579E+O0
-.1864032967O51OE+OO
-.3109788O76993OE+OO
.43877479729634E+O0
.20637613018780E+O0
.34656771257246E-01
.31904369696173E+O0
.14681131961463E+O0

-.1295OO6O1OO137E+OO
.43321519299327E+O0

-.95965022007633E-01
.96879240353699E-02
.16405537485657E-01

-.17088921255237E-01
-.44763578708339E-02
.38519367197329E-01
.62180451664303E-01
.46603628193206E+O0
.49390806153475E+O0
.83771951711234E-01

——————————-—— ----------
+SOLUTION/MATRIX_APRIORI L C(XIR
*

* Same formt as SOLUTION/MATRIX_ESTIMATE, but a priori values.
*
* Here NRC has only used the first column, This is valid, but wastes space.
* **New to version 1.00 ***
* The PARA fields increased to 21 chars, For CORR,  STDS must be given on
* the  main  d iagonal
*PARAl  PARA2 PARA2+0 PARA2+1 PARA2+2

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21

1 .3002645981234567E-02
2 .3004133331239875E-02
3 .3004133333333333E-02
4 .3001488651234567E-02
5 .3002645982345343E-02
6 .3002645981234567E-02
7 .4001116611234567E-02
8 .5000893333333333E-02
9 .5000893333333333E-02

10 .4017828541234567E-02
l? .4007933581234567E-02
12 .4006075555555556E-02
13 .3004133333333333E-02
14 .3002645981234567E-02
15 .3004133333333333E-02
16 .5028606666666666E-02
17 .5025348391234567E-02
18 .3042059581234567E-02
19 .3005950191234567E-02
20 .3002645981234567E-02
21 .2008914271234567E-02
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*PARAl  PARh2 PARA2+0 PARA2+1 PARA2+2
22 22 ~4352301234567E-02
23 23 .4035701301234567E-02
24 24 .4065111141234567E-02
25 25 .4007933581234567E-02
26 26 .4004464581234567E-02
27 27 .4006075555555556E-02
28 28 .4223205911234567E-02
29 29 .4132920301234567E-02
30 30 .4903133751234567E-02
31 31 .3002645981234567E-02
32 32 .3001488651234567E-02
33 33 .2003966791234567E-02
34 34 .5008034271234567E-02
35 35 .5016748271234567E-02
36 36 .4012389333333333E-02
37 37 .3207259781234567E-02
38 38 .3388466301234567E-02
39 39 .4849083081234567E-02

-SOLUTION/MA’I’RIX_APRIOFU  LCORR
*-------------------------------------------------------------------------------
%ENDsNx

272



APPENDIX III

The standard IGS Receiver/Antema name list (IGSCB information System
ftp igscb. jpl. nasa.gov; file: igscb/station/general/rcvr_ant.tab)

+---------------------+-----------------------------------------------------+
I IU)GUE Receivers I Description I
+---------------------+-----------------------------------------------------+
I MGuESNR-8 I 2 unit rack-nmunted (big Rogue) I
I ROGUE SNR-800 I 1 unit rack-mounted (big Rogue) I
I FK)GUE SNR-8A I MiniRogue -- not CONAN compatible I
I m SNR-8C I MiniRogue -- (DUN ccapatible I
I IuXUESNR-8000 I TurboRogue (field Unit)
I IU3GUESNR-81OO I TurboRogue (rack mount)
I ROGUESNR-12 I TurboRogue (12 channel )
I RWUESNR-12 M I TurboRogue (12 channel, rack mount) I
+----------------------+-----------------------------------------------------+

I ROGUE Antennae I Description I
+----------------------+-----------------------------------------------------+
I DORNEMARGOLINR I Antenna with chokering  for Rogues (JPL design) I
I DORNEMARGOLINB I Antema with chokering for Rogues (ACA design) I
I DORNE -LINT I Antenna with chokering for TurboRogues I
+----------------------+-----------------------------------------------------+

+----------------------+-----------------------------------------------------+
I TRIM8LE Receivers I Description I
+---------------------- +-----------------------------------------------------+

I TRIMBLE 4000s I I
I TRIMBIJI 4000SE I I

TRIMBLE  4000SL I I
TFUMBLE  4000ST
TFU.MSLE 4000SX
TRmBIE 4000SLD
TRIMBIJ3 4000SST
TRIMBIE 4000SSE

- - - - - - - - - - - - - - - - - - - - - -

Dual freq. Ll c/a; L2 squaring
Dual  f req.  Ll c/a; 1.2 squar ing;  L2 p-code optional  I
Dual freq.  p-code on L1 and L2; xcr Y-@de I

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - +
I TRIMBIEAntemae I Description I
+----------------------+- ---------------------------------------------------- +

I
I
I
I
I

I
I
I

I
I

4000SE INTERNAL I
4000SLMICR0 I
4000SID  L1/L2 I
4000ST INTERNAL I
4000ST KINEMATIC I
4000ST L1 GEODETIC I
4ooosTL1/L2 GEoD I
4000SX MICRO I
TRGECDL1/L2GP I
TRGEOD L1/IJ? W/O GP I
M-PULSE L1/L2 SURVEY I
DORNEMARGOLIN  TRIM I

I
(Round) I
Dua l  freq. geodetic receiver (SID series) I

I
Single freq. without a ground plane I
To use with single freq.  geodetic receiver
Dual freq. geodetic receiver (Mod.14532) I
(Square) I
@cd. L1/L2 conpact; grd. plane incl . (ti.22020)1
-. IJ/L2 compact; grd. plane remved (H.22020)1
MicroPulse L1/L2 GPS Surveying Antenna 90LL12300  I
Antema with chokering (Trimble  design) I

+----------------------+ ----------------------------------------------------- +
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+----------------------+-----------------------------------------------------+
I MINIMAC Reoaivers I Description I
+----------------------+------- ---------------------------------------------- +
I MINIMPC 2816AT I Rack-mounted (used inCIGNET andNIED) I
I MINIMAC 2816 I Field unit I
+----------------------+-----------------------------------------------------+
I MINIMACAntennae I Description I
+----------------------+-----------------------------------------------------+
1 MACKB4ETERX-DIPOm 1 Crossed-dipole antenna with large ground plane I
I MINIMAC PATCH I Patch antenna I
+--------------------- -+-----------------------------------------------------+

+----------------------+-----------------------------------------------------+
I ASHTECH Receivers I Description I
+----------------------+-----------------------------------------------------+
I ASHTECHxxxxxxw I xxxxxxx is the receiver type tobe found in the I
I 1 receiver-generated S-file, e.g. IM-XI13 or L-XII I
+--------------------- -+-----------------------------------------------------+
I ASHTECHAntemae I Description I
+----------- -----------+-----------------------------------------------------+
I GEODETIC L1/~ L I Dual freq. with ground pl- (LD-XII & ~-XII) I
I GEODETICL1/L2  P I Dual freq. with ground plane (P-12) I
I GEODETIC III L1/L2 I tmal freq. withgroundplane I
I IX)RNEMARGOLINASH 1 Antenna with chokering (Ashtech design) I
I MARINE/RANGE I Single freq. with a smaller ground plane I
I A-CL1 I Single freq. w/o ground plane for aircraft use I
I A-CLl/L2 I Dual freq. without ground plane for aircraft use I
+----------------------+-----------------------------------------------------+

+----------------------+-----------------------------------------------------+
I LEICAReceivers I Description I
+----------------------+-----------------------------------------------------+
I SR299 I Geodetic receiver, internal antenna I
I SR299E I Geodetic receiver, external antenna I
+----------------------+-----------------------------------------------------+
I LEICAAntenna I Description I
+----------------------+-----------------------------------------------------+
I INTERNAL I Internal antenna of SR299 receiver I
I EXTERNAL WITH @ I External antenna of SR299E with groundplane I
1 EXTERNAL WITHm GP I External antenna of S~99Et without 9roundPlan@ I
+----------------------+-----------------------------------------------------+
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APPENDIX IV

CODING STATICXJ  INFORMATION CHANGES IN SINEXV1.00:  A SAMPLE

There are THREE valid ways of coding a mid-week station
reoeiver/antenna change in weekly SINFX v1.00. To demonstrate this
a recent change at GRA2  (-k 0859) to show them below. To quote
SINEX v1.00 definition “SITE+PT+SOLN defines a unique estimate,
SITE+PT is equivalent to t04ES (DCMEX) and uniquely ident i f ies  a
geodetic mark”.

Case (i): To state two separate estimates at a site, assuming the
mark has changed. We call these marks GRA2 A and GRAZ B, and don’t re-use
the old DQ4ES code, but code the second estimate with unknown D@4ES:

+SITE/ID
GRA2 A  l1001MO02 P  GRA2 1 5 2 9 3 6 . 5  47 4  1 . 7 538.3
GRA2 B  - - - - - - - - -  P  GM 1 5 2 9 3 6 . 5  4 7  4  1 . 7 538.3

-SITE/ID
+SITE/RECEIVER

GRA2  A - - - - P  96:174:00000 96:176:86369 F@UE SNR-8C - - - - -  ---.-----—-

(3?PLZ  B ---- P 96:177:00000 96:182:86369 R O G U E  SNR-8000 - - - - -  ---—----——-

-SITE/RECEIVER
+SITE/ANTENNA

GRA2  A  - - - - P  96:174:00000 96:176:86369 DORNEMARGC)LINB 128
GRAZB - - - -  P  96:177:00000 96:182:86369 DORNE MARf20LIN T 457

-SITE/ANTENNA
+SITE/~RICITY
~ A  - - - - P 96:174:00000  96:176:86369  uNE 2.0680 0.0000 0.0000
GRA2 B ---- P 96:177:00000 96:182:86369uNE 1.9640 0.0000 0.0000
-SITE/ECIXNMUCITY
+SO~ION/EP031S
GRAZA 1 P 96:174:00000  96:176:86369  96:175:43185
GRAZB 1 P 96:177:00000 96:182:86369  96:179:86385
-EKMJ1’ION/EPCXXS

It is illegal to give GRA2 B the sane DOMES as GRAZ A (see quote
above) .

Case (ii) To state two separate estimates at a site, reduced to a
conmon mark. These are called GRA2  A 1 and GRA2 A 2, and both use
a single SITE/ID line be=use there’s only one mark:

+SITE/ID
Gl?A2 A11OOU4OO2 P GRA2 1 5 2 9 3 6 . 5  4 7  4  1 . 7 538.3

-SITE/ID
+SITE/RECEIVER

GRA2 AOOO1  P  96:174:00000  96:176:86369  RDGUESNR-8C - - - - -  -----——----

GRA2  A O O 0 2  P  96:177:00000  96:182:86369  RCGUE SNR-8000 - - - - -  ---------—-
-SITE/RECEIVER
+SITE/ANTENNA

GRAZ AOOO1  P  96:174:00000  96:176:86369  DDRNEMARGOLIN  B 128
GRA2  AOO02 P 96:177:00000  96:182:86369  DORNEMARGOLINT 457

275



-SITE/ANTENNA
+SITE/KGENTRICITY

GRAZ AOOOIP  96:174:00000  96:176:86369UNE 2.0680 0.0000 0.0000
GRAZ A0002 P 96:177:00000  96:182:86369 UNE 1.9640 0.0000 0.0000
-SITE/KXXNITUCITY
+SOLU1’ION/EP@lS
GRAZ A 0001 P 96:174:00000  96:176:86369  96:175:43185
GRA2 A0002 P 96:177:00000 96:182:86369 96:179:86385

-SOLU1’ION/EPCCHS

Case (iii) To state a single estimate at a site, where the station
information changed during the data span. In this case there should
be only one SOLUTION/EPOCHSentry,  forGRAZ Al. As many SITE/...
entries may be used as required, in this example we need two in each
block .

+SITE/ID
GRA2  Al1001MO02  P  GRAZ 1529 36.5 47 4 1.7 538.3

-SITE/ID
+SITE/RECEIVER

GRA2 A - - - - P  96:174:00000 96:176:86369 - SNR-8C - - - - -  ---_——--_——

GRAZ A  - - - -  P  96:177:00000 96:182:86369 F&WE SNR-8000 -—--- -—-----—---

-SITE/RECEIVER
+SITE/ANTENNA
GRAZA ---- P 96:174:00000 96:176:86369 DORNE MARGOLIN B 128
GRAZ A---- P  96:177:00000  96:182:86369  DORNEMARGOLINT 457
-SITE/ANTENNA
+SITE/ECCENHUCITY
GRIM A ---- P 96:174:00000  96:176:86369  UNE 2.0680 0.0000 0.0000
GRAZ A---- P 96:177:00000  96:182:86369  UNE 1.9640 0.0000 0.0000
-SITE/ECCENTIUCITY
+SOLUl?ION/EPWHS
GRAZA 1 P 96:174:00000  96:182:86369  96:178:00000
-SOLUTION/EPOCHS
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Note that in this case no SQLN Qdes are required in the SITE/...
blocks! The records are well orderedby their data start/stop
fields. This is a change from the accepted SINEX vO.05 usage.
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Why a new IGS Orbit Model ?

● The e~ist,in~ model including Rock4/42  Solar Radiation Pressure Was developed b e f o r e
the a~ailabilit~  of hi~hl~  accura te  orbi t s .

●  lt therefore Cannot  take into a c c o u n t  s u b t l e t i e s  Which  b e c a m e  a p p a r e n t  through  IGS

opera t ions .

● The e~istin~ model is not  su i t ed  for long arcs .

● The consistency of individual IGS l-day orbit series and the consistency between these
series soon reaches 1–.5 cm level rms.

\ 1
IGS Workshop, Silver Spring, March 19-21, 1996
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History of the Extended CODE Orbit Model

● Developed in 1993 (!) at CODE.

● Used since early 1994 for the long arc analysis of the IGS orbit combination.

● Routinely used at GODE to check orbit quality of the routine IGS processing.

. In January 1996 fully integrated into the Bernese software.

. IGS  Workshop, Silver Spring, March 19-21, 1996
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lThe Extended CODE Orbit Modell

The radiation pressure model may be written as:

where aROCK is the

where aDO
the Extem

a rpr = aRoGI< + aD + ay + ax

acceleration due to the Rock-model, and

aD = [aDO + aDC cos~ + a~s sin~]eD = ~(~)eD
ay = [aYo + ay~ cosu + ays sin u]ey = Y(u)eY

ax = [axo + axc cosu + axs sinu]ex = X(u)eX

UDC, aDs? Wo, Uyc, ws, axe, wm, and axs are the nine parameters
sd Model,

eD is the unit vector sun-satellite,
ey is the unit vector along the spacecraft 7s solar-panel axis,
ex = ey x eD,
u is the argument of latitude at time t.

of

—
IGS Workshop ,  Silver Spring, March 19-21, 1996
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Why the Extended CODE Orbit Model

● Conventional 8 or 9 parameter orbit models are no longer adequate for high precision
orbits (< 10cn),

● ‘Lstochmtic” pulses are capable of absorbing orbit model deficiencies but a better “de-
terministic” model is preferable,

. in more than 2 years of IGS orbit combinations, the model has shown that it is capable
of modeling the satellites over 7 days at the few centimeter level,

● all days of an n-day arc have the same quality,

● it removes the so called ‘Ly-shift’> of the orbit- and coordinat e-syst ems ~

● it allows much better orbit predictions.
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0.25

0.2

0.15

0.1

0.05

RMS of 3-day Orbit (Extended CODE Orbit Model)
I I

I I I I I I I I

~~~dl~ day o ~~~
Day 1 -+---
Day3 ----

I I
1 1 I 1 I I I I

49840  49850  49860  49870 49880  49890  49900  49910 4 9 9 2 0  4 9 9 3 0  4 9 9 4 0  4 9 9 5 0
Date (MJD)
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Use of the Extended CODE Orbit Model for Rapid Orbitsl

● Rapid Orbits at CODE are orbits generated around 12 hours UT for the preceding day.

● Possibility to use long(er) arcs because all days show the same quality,

● with longer arcs the (Rapid) Orbit becomes much less sensitive to the number of available

stat ions.

● Currently we use a 5-day arc, where our contribution to the IGS Preliminary Orbit is

the last day of this arc.

● Solution is created using normal equation stacking (AD DNEQ).  The final 5-day solution

takes only .5 min of CPU (on a Alpha 600 5/266).

● Possibility to use two days of our official IGS processing which contain our full network

(currently at maximum 76 stations).

\ /
IGS Workshop, Silver Spring, March 19-21, 1996
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I Problem areas with Orbit Modelingl

● In general each acceleration term (dynamical parameter) will create an out-of-plane (W)
component which may implicitly (through a resulting net rotation of all orbital planes)
affect the transformation parameters between the inertial and the terrestrial reference
frames (ICRF and ITRF):

● Nlotion of node for satellite k over 1 revolution:

● Mean motion of the entire GPS orbit system:

● Similar equations maybe extracted for change of inclination (correlation with nutation! ).

IGS Workshop, Silver Spring, March 19-21, 1996



UTI – UTC differences to Bulletin A EOP Series
and resulting Orbit Rotation due to RPR – Model

5:j
Normal CODE Orbit Model (ORBIT)

4jJ

3{ Normal CODE Orbit Model (UTI -UTC)

2;J:
1:

.J
0:.. Extended CODE Orbit Model (UT1 -UTC)

–1:

–2;
4

–34 Extended CODE Orbit Model (ORBIT)J
J

_4<
4

–5~, ,,, ,,r!. ,r,’11””1 “ ’ ’ ’  r ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ”  “ ’ ’ ”
1

120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270

i

Day of Year 1995

~ Normal CODE Orbit Model (UTI – UTC)
~ Normal CODE Orbit Model (ORBIT

I *+ Extended CODE Obit Model (UTI – UTC)
~ ~ Extended CODE Orbit Model (ORBm
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Conclusions concerning Extended CODE Orbit Model

● All individual days of an n-day arc are of the same (high) quality.

● Possibility to meat e arcs of at least 7 days.

. NO “y-shift;: problem.

● Rapid orbits within 12 hours at the 10 cm level.

● (Rapid) Orbit predictions for the next 24 hours are at the 30 cm level.

. Correlations with UT1-CTG  and nutation series exist ~ but additional constraints will

cope with this problem (to be shown).

.
IGS Workshop, Si lver Spring, March 19-21, 1996
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Conclusions concerning the IGS Orbit Model

● We believe that a new IGS Orbit Model should be defined.

● This model may be general in the sense that it will leave some degree of freedom to each
IGS Analvsis Center..

● We believe that all experiences gained in the context of GPS high accuracy orbit mod-
eling should be used to develop this new IGS Standard.

● We believe that the new model also should become part of the new IERS standards.

[G!j W o r k s h o p ,  >Ilver >prlng, Ivlarcn IY–.ZL,  ~YYU
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UT1 based on both VLBI and GPS

The approach

- GPS high-frequency variations associated with long-
term VLBI variations

- Procedure has to be the most simple as possible for
clarity of the process.

- High frequency terms are removed in VLBI series
while they are kept for internal GPS “UTI” series.

The critical point concerns the threshold determi-
nation within which the high-frequency information
contained in the GPS series is valuable.
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