








Abstract

Applications of the Global Navigation Satellite Systems (GNSS) to Earth Sciences are
numerous. The International GNSS Service (IGS), a federation of government agencies,
universities and research institutions, plays an increasingly critical role in support of
GNSS–related research and engineering activities. This Technical Report 2011 includes
contributions from the IGS Governing Board, the Central Bureau, Analysis Centers,
Data Centers, station and network operators, and others highlighting status and
important activities, changes and results that took place and were achieved during 2011.

This report is available online as PDF version at
ftp://igs.org/pub/resource/pubs/2011_techreport.pdf.

The IGS wants to thank all contributing institutions operating network
stations, data centers or analysis centers or supporting the IGS in any other
form. All contributions are welcome. They guarantee the success of the IGS
also in future.
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The Development of the IGS in 2011
The Governing Board’s Perspective

U. Hugentobler

Technische Universität München
Institut für Astronomische und Physikalische Geodäsie
Arcisstr. 21; 80333 Munich; Germany
e–mail: urs.hugentobler@bv.tum.de

1 Introduction

Although no technical report was published for the past few years, the IGS is continuing
its success in many areas — in no small measure due to the collaborative efforts of more
than 200 organizations and institutions worldwide. The IGS continues — inline with
its mission — to serve as the premier source for high–quality GNSS data, products and
services in support of a wide area of applications that benefit society. The quality of data,
products and services are continuously improved by extending and upgrading the tracking
network, implementing improved models and analysis strategies, performing consistent
data reanalysis, increasing redundancy in the production chain, amongst other things.
The IGS is taking up the challenges of the future — it is finalizing a global real time
product, takes leadership for the maintenance and development of RINEX, and prepares
for the changing GNSS landscape characterized by new constellations and signals through
its Multi–GNSS Experiment.

2 IGS Activities reflect Strategic Goals

The work of the components of the IGS is guided by the strategic goals that are defined
in the Strategic Plan 2008–2012.

Deliver world–standard quality GNSS data and products to all users globally with
leading–edge expertise and resources.
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IGS site guidelines were revised and are under review. Site tie problems related to un-
calibrated radomes are being addressed by the Infrastructure Committee with dedicated
experiments. The quality of the IGS products is continuously increasing by implementing
the most up–to–date models and analysis strategies. For example, all IGS tracking data
were reprocessed with the latest models, and a second reprocessing campaign is in prepa-
ration. The IGS is preparing for the launch of a Real–Time Service to serve real time
applications. IGS installed a joined RTCM/RINEX Working Group and assumes leader-
ship for maintenance and development of the RINEX format. The TIGA Pilot Project
transitioned into a Service that is providing products on a regular basis.

Develop, integrate, and participate with new and changing GNSS systems and
understand user needs to continuously improve IGS services and to provide value
to a broad range of users.

The IGS issued a Call for Participation for the Multi–GNSS Experiment in order to
investigate the new tracking data types and equipment, with a view to eventually upgrade
the IGS network to a multi–GNSS network. A link with JAXA’s Multi–GNSS Monitoring
Network was established. Furthermore the IGS is involved in the International Committee
on GNSS (ICG) and contributes significantly to the Global Geodetic Observing System
(GGOS).

Continuously improve the effectiveness of IGS management and governance to
support future growth.

The IGS continues to engage with professional organizations such as, e.g., the Interna-
tional Federation of Surveyors (FIG), and with experts from the geosciences and physical
sciences, in particular through its Working Groups. The IGS web site is being upgraded,
and web interfaces increase efficiency in collecting and handling external input.

3 Events and Highlights in 2011

A major challenge is the transition of the IGS to a truly Multi–GNSS Service. The
GNSS landscape is rapidly changing. More and more new GNSS systems and signals are
becoming available. To consistently integrate these new systems and signals, to familiarize
with new data formats, and to develop and extend existing analysis software, a Call
for Participation for a Multi–GNSS Global Experiment (M–GEX) was issued in August
2011 (IGS Mail 6459, ftp://igs.org/pub/resource/pubs/IGS M-GEX VF.pdf), soliciting
the installation of multi–GNSS observing sites, operating data centers, and performing
experimental analysis. The experiment is linked to the JAXA CfP for hosting sites for
a Multi–GNSS Monitoring Network. It is initially planned to run from February 2012
to August 2012. First results will be presented at the IGS Workshop in July 2012. The
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3 Events and Highlights in 2011

experiment is managed by the IGS GNSS WG chaired by Robert Weber. Eventually the
experimental sites could form the core of a multi–GNSS IGS network.

Real–time GNSS has been a goal of IGS strategy for more than 10 years, in the context
of providing innovative support for scientific applications and performance monitoring of
GNSS. The IGS Real–Time Working Group was established in 2001, and in 2007 a CfP
in the IGS Real–Time Pilot Project (RT–PP) was announced. By the end of 2011, 188
stations were participating in the RT–PP. In order to develop and maintain standards
for GNSS data and develop formats for real–time GNSS, the IGS in 2008 joined the Ra-
dio Technical Commission for Maritime Services Special Committee 104 (RTCM–SC104).
At its December 2010 meeting the IGS Governing Board acknowledged the efforts of the
RT–PP participants and approved the transition of the Pilot Project into a Service. Prepa-
rations for launching the IGS Real–Time Service in 2012 commenced in 2011, with a focus
on product quality and service reliability. The rationale for an open real time service
is to support public benefit applications such as geophysical hazard detection and warn-
ing systems, conventional weather and space weather forecasting, and GNSS performance
monitoring.

In December 2011, following a decision at the April IGS Governing Board Meeting, a joint
IGS/RTCM–SC104 RINEX Working Group chaired by IGS was established in order to
assume leadership in the maintenance and further development of the RINEX data format.
Main tasks of the WG chaired by Ken MacLeod are: to establish RINEX 3 as a standard
for new signals and GNSS systems, to develop and implement a transition plan to the new
format, and to encourage and support the development of open software tools for data
handling and quality control.

At the December 2010 meeting the IGS Governing Board approved the transition of the
GPS Tide Gauge Benchmark Monitoring Pilot Project (TIGA–PP) into a Working Group
computing precise geocentric station coordinates and velocities for GNSS stations at tide
gauges on a regular basis. In February 2011 a CfP was issued (IGS Mail 6341, http:
//www.igs.org/projects/tiga/TIGA_CfP_2011.pdf). A total of eight proposals were
received, and approved by the Governing Board following its April 2011 meeting. The
chair of the TIGA WG is Tilo Schöne.

As Troposphere WG chair, Yoaz Bar–Sever was responsible for the generation of a high
quality precise point positioning (PPP) based IGS troposphere product for many years.
After extensive testing, the responsibility for the production of this product transitioned
from JPL to USNO (IGS Mail 6443) in July 2011. The new chair of the Troposphere WG
is Christine Hackman.

In July 2011 the IGS Governing Board received a proposal from U.S. National Geodetic
Survey (NGS) for a continuation of the Analysis Center Coordinator (ACC) function —
one of the most important functions in the IGS — for another term. The willingness
of NGS to contribute three FTE staff for four years was greatly appreciated and the
proposal enthusiastically accepted by the GB, also acknowledging the unwavering efforts
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of Jim Ray and Jake Griffiths in the service of the IGS. The IGS’s gratitude for this
significant commitment was conveyed to NGS management during a visit by Ruth Neilan,
Gerhard Beutler and Urs Hugentobler to NGS headquarters in Silver Springs, Washington
D.C., in November 2011.

The IGS is well represented on the GGOS Coordinating Board. The IGS also plays a lead-
ership role in the International Committee on GNSS (ICG), in particular by co–chairing
Working Group D on Reference Frames, Timing and Applications and participating in the
planning for the International GNSS Monitoring and Assessment System (iGMAS). The
IGS is also well–represented in the International Earth Rotation & Reference Systems Ser-
vice (IERS) and in IAG Sub–Commission 1.2 on reference frames, in the RTCM SC104,
and others. GB members made presentations at conferences such as the FIG Working
Week in Marrakech (May 2011), AfricaGEO in Capetown (May 2011), Southeast Asian
Surveyors Congress in Kuala Lumpur (June 2011), GNSS–R Workshop in Shanghai (Au-
gust 2011), ICG–6 Meeting in Tokyo (September 2011) among others, highlighting the
mission and goals of the IGS and its range of products to a broader audience. The IGS
was also given visibility as session organizers of, or presenters in, IGS–related sessions at
conferences such as those of the EGU, IUGG, AGU. Tables 1 and 2 list the important
events for 2011 and — for reference — for 2010.

4 Changes in the IGS Governing Board 2011

Significant changes took place in the Governing Board over the last year or so. After the
elections at the end of 2010, Carine Bruyninx (Royal Observatory of Belgium), joined the
GB at the beginning of 2011 as Network Representative. Henno Boomkamp (chair of the
dissolved LEO WG) left the Board at the end of 2010. At the GB meeting in December
2010 als Urs Hugentobler was elected as the new Chair of the GB for the term 2011–2014.
Chuck Meertens (UNAVCO) joined the Board as an Appointed Member in February 2011.
With the transition of the generation of the IGS Troposphere product from JPL to USNO
in July 2011, Yoaz Bar–Sever left the Board after chairing the Troposphere WG since 2003,
and Christine Hackman (USNO) joined the Board as the new chair of the WG. During
the IUGG General Assembly in Melbourne, the IAG appointed Zuheir Altamimi as the
IAG Representative on the IGS GB. Geoff Blewitt, the former IAG Representative and a
member of the IGS GB for a total of 14 years, left the Board while Zuheir, already a regular
guest, joined the Board as a voting member. Chris Rizos has been an Appointed Member
since 2004, however he is now a member of the GB in his capacity as IAG President. In
September 2011 Yamin Dang, from the Chinese Academy of Surveying and Mapping, was
appointed to the Governing Board.

In the GB elections at the end of 2011 — conducted by Richard Wonnacott together with
Carine Bruyninx and Carey Noll — Shailen Desai (JPL) was elected and Tim Springer
(ESA/ESOC) was re–elected as Analysis Center Representatives for 2012–2015. Shailen
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4 Changes in the IGS Governing Board 2011

Table 1: IGS events in 2011

February 2 TIGA Call for Participation issued

February 2 Chuck Meertens, director of the UNAVCO facility, appointed to the Governing
Board

April 3 38th GB Meeting in Vienna (EGU)

June 30 GB Business Meeting in Melbourne (IUGG)

June Transition of production of IGS Troposphere product from JPL to USNO, Christine
Hackman is new Chair of the Troposphere WG and member of the IGS GB

July 5 NGS proposal received

August 31 M–GEX Call for Participation issued

September 10 Yamin Dang, director of the Institute of Geodesy and Geodynamics at
Chinese Academy of Surveying and Mapping, appointed to the Governing Board

December 4 39th GB Meeting in San Francisco (AGU)

• Election of Shailen Desai, JPL, and re–election of Tim Springer, ESA/ESOC,
as Analysis Center Representatives

• Installation of the joint IGS/RTCM RINEX Working Group, chaired by Ken
MacLeod

Table 2: IGS events in 2010

June/July IGS Workshop in Newcastle 28.6.–01.7.2010

June 36th GB Meeting associated with Workshop in Newcastle

• New WG on Space Vehicle Orbit Dynamics, chaired by Marek Ziebart
• WG on Low Earth Orbiters dissolved

December 37th GB Meeting in San Francisco

• Election of Urs Hugentobler as new Chair of the IGS GB
• Election of Carine Bruyninx as IGS Network Representative

December IGS Terms of Reference revised in order to better represent the current IGS
organization and Strategic Plan. Approved at the 37 GB Meeting (http://www.
igs.org/organization/IGS_ToR_2010_final.pdf)
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replaces Bob King, chair of the Scientific Organizing Committee of the IGS Workshop in
Newcastle 2010, who left the Board at the end of 2011. Ken MacLeod joined the Board
as chair of the newly formed IGS RINEX WG. Jim Ray left the Board after doing an
excellent job as ACC from 2008–2011. Jim Ray was succeeded by Jake Griffiths.

John Dow stepped down as the chair of the GB (2003–2010) after serving the IGS GB
since its start on January 1, 1994. John must take the major credit for the current healthy
state of the IGS. Last but not least, Gerhard Beutler left the Board after shaping the IGS
from its very beginning. He has contributed in many ways to the success of our Service.
The IGS would not be where it is without the wisdom and insight — and the hard work
— of Gerhard over these many years.

The Governing Board welcomed its new members and thanked the departing members
for their contributions to the steering body of the IGS. The IGS is fortunate to have
highly qualified and engaged individuals who contribute to our Service. The departing GB
members were honoured at the GGOS reception after the IGS Governing Board meeting
in San Francisco in December 2011.

5 Outlook

The year 2012 again promises a number of highlights. Most important is the IGS Work-
shop organized at the University of Warmia and Mazury in Olsztyn, Poland, from July
23–27, 2012. The Scientific Organizing Committee is chaired by Shailen Desai with sup-
port from Bob King, Matt King and Andrzej Krankowski, who is also the chair of the
Local Organizing Committee. A major focus of the Workshop is the IGS Multi–GNSS
Experiment. First results will be presented and future directions defined.

In the second half of 2012 Initial Operational Capability for the new IGS Real–Time
Service will be declared. The new open service will support applications that detect,
for example, in real time, motions that are precursors to natural hazards such as land-
slides, volcanic activity and tsunamis. Other applications may include GNSS integrity
monitoring, weather forecasting, space weather monitoring and low Earth satellite orbit
determination. Finally, preparations for a second reanalysis campaign are underway.

Twenty years after the installation of the IGS Pilot Service on June 21, 1992, the IGS con-
tinues to be at the forefront of high precision GNSS applications in a challenging, rapidly
changing environment. This is only possible with the strong involvement of individuals,
and the commitments of many institutions and organizations worldwide. The IGS GB
wishes to thank all IGS Associates for their invaluable efforts in supporting the goals of
the IGS. Special thanks go to the numerous site operators who take care that the IGS
network — our foundation component — continues to provide the highest quality GNSS
tracking data to all users.
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5 Outlook

Table 3: IGS Governing Board Members 2011 (∗: voting members, EC: Executive Committee)

Member Institution Country Function
∗Urs Hugentobler
(EC)

Technische Universität
München

Germany Board Chair, Analysis
Center Representative

∗ Zuheir Altamimi
since July 2011

Institut National de
l’Information Géographique
et Forestière

France IAG Representative

Felicitas Arias Bureau International des
Poids et Mesures

France BIPM/CCTF
Representative

Yoaz Bar–Sever
until July 2011

Jet Propulsion Laboratory USA Troposphere WG Chair

∗Gerhard Beutler
until July 2011

Astronomical Institute
University of Bern

Switzerland Appointed by IAG
President

∗Geoff Blewitt
until July 2011

University of Nevada USA IAG Representative

∗Claude Boucher Institut National de
l’Information Géographique
et Forestière

France IERS Representative

∗Carine Bruyninx
since start of 2011

Royal Observatory of
Belgium

Belgium Network Representative

Mark Caissy Natural Resources Canada Canada Real-Time WG Chair
∗Yamin Dang
since Sept 2011

Chinese Academy of
Surveying and Mapping

China Appointed

John Dow (EC)
until end of 2011

ESA/European Space
Operations Centre

Germany Immediate Past GB Chair

∗Bruno Garayt Institut National de
l’Information Géographique
et Forestière

France Reference Frame
Coordinator, IGS
Representative to IAG
Sub–commission 1.2

Christine Hackman
since July 2011

United States Naval
Observatory

USA Troposphere WG Chair

∗Gary Johnston Geoscience Australia Australia Network Representative
∗Bob King
until end of 2011

Massachusetts Institute of
Technology

USA Analysis Center
Representative

Andrzej Krankowski University of Warmia and
Mazury in Olsztyn

Poland Ionosphere WG Chair

Ken MacLeod
since Dec. 2011

Natural Resources Canada Canada IGS/RTCM RINEX WG
Chair

∗Chuck Meertens
since Feb. 2011

UNAVCO USA Appointed

∗Ruth Neilan (EC) IGS Central Bureau, Jet
Propulsion Laboratory

USA Director of IGS Central
Bureau, Secretary
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Member Institution Country Function
∗Carey Noll Goddard Space Flight Center USA Data Center Representative,

Data Center WG Chair
∗ James Park Korean Astronomy and

Space Science Institute
South Korea Appointed

∗ Jim Ray
until end of 2011

NOAA National Geodetic
Survey

USA Analysis Center
Coordinator

∗Chris Rizos (EC) University of New South
Wales

Australia President of IAG
since July 2011
before: appointed

Ignacio Romero ESA/European Space
Operations Centre

Germany Infrastructure Committee
Chair

Stefan Schaer Federal Office of Topography Switzerland Bias and Calibration WG
Chair

Ralf Schmid Technische Universität
München

Germany Antenna WG Chair

Tilo Schöne Deutsches
GeoForschungsZentrum
Potsdam

Germany TIGA WG Chair

∗Ken Senior Naval Research Laboratory USA Clock Product Coordinator
∗Tim Springer (EC) ESA/European Space

Operations Centre
Germany Analysis Center

Representative, IGS
Representative to IERS,
Chair of Associate Members
Committee

Robert Weber Vienna University of
Technology

Austria GNSS WG Chair

∗Richard Wonnacott Chief Directorate: National
Geospatial Information

South Africa Appointed

Marek Ziebart University College London UK Space Vehicle Orbit
Dynamics WG Chair
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IGS Technical Report 2011
Central Bureau

S. Fisher, R. Neilan, R. Khachikyan, G. Walia and D. Maggert

IGS Central Bureau
Jet Propulsion Laboratory, M/S 238–540
4800 Oak Grove Drive; Pasadena, CA 91109–8099 USA
E–mail: cb@igs.org

1 Introduction

The Central Bureau supports IGS management proactively focusing on two principal func-
tions:

1. executive management of the service, including international coordination and out-
reach, and

2. coordination of IGS infrastructure, including the IGS tracking network and related
information management systems.

The Central Bureau is hosted at the California Institute of Technology/Jet Propulsion
Laboratory and is funded by NASA.

2 Central Bureau Staff

Internal staff consists of 1.75 full time equivalent (FTE) positions, including the Director,
the Operations Manager, plus Information Technology and Administrative staff. Technical
support services are provided by Raytheon, Inc. and UNAVCO, Inc., which provide an
additional 1.0 FTE in aggregate. In 2011, we have realigned NASA resources at UNAVCO
to more effectively support IGS network monitoring and management. This has resulted
in a better leveraging between NASA/IGS and U.S. National Science Foundation (NSF)
activities, especially regarding backend systems for network monitoring and data/product
access. As part of this realignment, UNAVCO has been providing significant help in
maintaining the Central Bureau Information System (CBIS) and interfacing with users,
as well as providing an independent backup outside of the CB for handling routine CBIS
operations such as keeping station logs and equipment files updated.
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3 IGS Executive Management

The Central Bureau has continued providing highly effective leadership of the IGS under
the direction of the Governing Board, maintaining IGS as the gold standard for high–
precision GNSS data and information. This CB role involves administering and sup-
porting Governing Board activities; providing business strategy and leadership to all of
the IGS components; developing strategy and formulating policy; planning and manag-
ing IGS functions such as workshops, Governing Board Meetings and outreach events in
cooperation with external organizations; participation on IGS Working Groups and Com-
mittees; managing relations with stakeholders at all levels, including the GB, components,
participants and users; developing IGS membership and the Governing Board; oversee-
ing community and public relations; and handling the day–to–day operation of the IGS
involving more than 200 organizations and thousands of users.

4 International Coordination and Outreach

The CB coordinates extensively with many external organizations to promote the IGS and
develop key partnerships with participants and users. This has continued as a hallmark
activity in 2011 that has demanded significant effort on the part of the Central Bureau,
as well as the Governing Board. Driving this is an expanding participant and user base
as the service continues to mature. 2011 is highlighted by the following coordination and
outreach activities:

International Association of Geodesy/Global Geodetic Observing System
(IAG/GGOS): Central Bureau Director is a Coordinating Board Member. The
Operations Manager participates on the GGOS Bureau for Networks and Commu-
nications.

United Nations/International Committee on GNSS (ICG):
Working Group D on reference frames and timing applications is chaired by the
IGS CB Director who is also participating in planning of the International GNSS
Monitoring and Assessment System (iGMAS). The 6th ICG Meeting in Tokyo was
attended by the CB Director.

International Earth Rotation & Reference Systems Service (IERS):
The Operations Manager participates on the IERS Directing Board.

Radio Technical Commission for Maritime Services, Subcommittee on Differential
GNSS (RTCM/SC104): The Operations Manager coordinates the IGS RTCM
membership and participates as a voting member. The CB Director is also a voting
member.
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6 Network Status

International Federation of Surveyors (FIG):
The CB Director participated in FIG Working Week in Marrakech, Morocco (May
2011) to reach out to this significant user community, and also potential large station
contributor.

Additionally, the AfricaGEO in Capetown, the International Council of Science/World
Data System Meeting in Paris, the European Geophysical Union Meeting in Vienna, the
International Union of Geodesy and Geophysics Meeting in Melbourne, the Institute of
Navigation in Portland and the American Geophysical Union Meeting in San Francisco
were attended by CB staff.

5 IGS Infrastructure Management

The Central Bureau’s role in infrastructure management involves coordination of the IGS
network, management of the Central Bureau Information System (CBIS) and coordination
with other IGS infrastructure components, including the Data Centers, Analysis Centers
and all Working Groups. In 2011, CB staff members have participated in activities of
principal IGS committees and working Groups, including the Executive Committee, the
Infrastructure Committee, the Antenna Working Group, the Reference Frame Working
Group and the Real Time Pilot Project. The CB has been responsible for providing first
level support to all IGS users, typically handling between 60–100 inquiries per month.
A growing aspect of the CB is the IGS Institute, which is a non–profit corporation that
provides business infrastructure and support to the IGS. The IGS Institute has supported
the IGS website hosting and development, provided meeting conference services, provided
teleconferencing services, and has supported travel for IGS participation in key events.

6 Network Status

At the end of 2011, there were 436 GNSS tracking stations within the IGS network (Fig-
ure 1). Approximately 70% of these provide data on a weekly or more frequent basis
and are included in IGS weekly combination solution. Many IGS Network stations have
multiple capabilities to support a range of applications. 141 stations deliver GLONASS
data in addition to GPS to support the generation of the IGS GLONASS orbit product.
134 stations are co–located with external high–precision frequency standards and are used
in production of the IGS clock products. A subset of the network provides meteorological
data used in the generation of the IGS troposphere product. 188 stations provide data
in real–time to support emerging low latency applications. There are additional stations,
not considered IGS network stations, being used experimentally by IGS Clock, Real–Time
and Tide Gauge projects. In all, almost 700 stations are used by IGS Analysis Centers.
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Figure 1: IGS Global Tracking Network as of December 2011. New Stations introduced during
2011 are depicted in red.

A complete listing of IGS network stations and related information can be found online
at: http://igs.org/network/netindex.html.

A number of IGS stations are co–located with other geodetic techniques to promote combi-
nation and inter–comparisons of products and systems. The number of these has remained
unchanged since 2010; 25 stations are collocated with VLBI, 37 with SLR, and 55 with
DORIS. Accuracy of the tie surveys between the different observing systems remains a lim-
iting factor in the ITRF realization. This is being addressed within the International Asso-
ciation of Geodesy, Global Geodetic Observing System (IAG/GGOS) Bureau for Network
and Communications (BNC), where the Central Bureau participates, and by a number of
agencies which participate in IGS.

There are 63 stations categorized as dormant, meaning we have not received data for
60 days or more. Eighteen of these are NGA stations (9 sites × 2 receivers) and 27 are
longer–term outages that we may consider reassigning to the "former" category. Delays
in data deliveries are expected for various reasons at all of the remaining 18 sites in this
category.

The NGA stations were upgraded with un–calibrated ITT equipment in 2010 and have
since been offline. We have received the complete configuration history since they were
upgraded, which is currently being logged and verified. We are awaiting the final absolute
calibration of the ITT antenna by NGS, though we plan to make data available to be
used experimentally as soon as we have verified site metadata and RINEX files. Full
reinstatement of ten (9 plus one additional) stations is dependent on receiving the antenna
calibration data. Backfilling of the backlogged data will occur over a slightly longer term.

Concerns about deterioration of the IGS network have arisen because a significant number
of the 232 IGS08 stations are being excluded from the weekly ITRF solutions. This is

14
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what we can explain about the exclusions in week 1637:
232 IGS08 Stations
141 Stations in weekly ITR solution
91 Exclusions:

10 Former sites (all were declared former prior to IGS08 release)
2 Replaced with nearby station (prior to IGS08 release)
9 Nearby earthquake
7 Upgraded with uncalibrated antenna/radome
16 High residual on equipment change
32 Short–term data outage (most common) or unexplained
15 Degraded fit with IGS08 for unknown reason

Stations excluded because degraded fit with IGS08 or high residual on an equipment
change must be looked into further with help from the Analysis Centers.

7 Site Guidelines

The CB has helped the IC in revising on the IGS Site Guidelines to reflect currently rec-
ommended best practices. The new Guidelines include procedures for upgrading station
equipment, prescribing periods of operation where old and new equipment are operated
simultaneously to assure that discontinuities are properly mapped. In addition, stricter
antenna requirements have been introduced as recommended during the 2008 IGS Work-
shop, and guidelines for real–time stations were added. The IGS Governing Board has
provisionally accepted the new guidelines and plans to formally adopt them by mid–2012
after comments by the broad IGS community are integrated. Once completed, the new
guidelines will be posted on the IGS website.

8 Real–time Project

The CB has participated in the real–time working group, helping to coordinate some
activities, especially the participation in RTCM, where standards for data and correction
formats are being addressed to assure that the RTCM remains fully compatible with
RINEXv3.01. In support if real–time efforts, an Ntrip caster has been implemented on the
CBIS — see http://igs.org:2101/home. We currently have 189 stations participating
in the Real Time Pilot Project. The strategy for developing an IGS real time product is
discussed further in the RT Working Group report below.
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9 Multi–GNSS Project (M–GEX)

A focused Multi–GNSS experiment called M–GEX is being fully supported by the CB,
including developing the project website and verifying the new site logs and data files.
A call to participate in was circulated in June by the Multi–GNSS Working Group (see
IGSMAIL #6459 and ftp://igs.org/pub/resource/pubs/IGS M-GEX VF.pdf). This was
developed to establish a data set of new GNSS signals, including the Russian GLONASS,
the Japanese QZSS, European Galileo, and Chinese Compass, available for experimen-
tation. The project is to run from February to August 2012. Participating stations are
anticipated to eventually form the core of a multi–GNSS IGS network and service. Details
relating to the M–GEX project are discussed further below and are available online at
http://igs.org/mgex/.

10 Radome Experiment

Along with the Infrastructure Committee, the CB is helping to coordinate the Radome
experiment. Radomes at twenty IGS stations that are co located at SLR or VLBI sites
have not been calibrated to IGS standards. Station operators were asked to participate in
an experiment to assess the effects of these radomes by removing them for a two–month
period during 2011. Six stations have been able to respond so far, though the experiment
will continue into 2012 to allow more time for additional stations to participate.
See: https://sites.google.com/a/igs.org/igsnet/infrastructure-committee/
radome-experiment-2011.

11 Central Bureau Information System (CBIS)

The Central Bureau Information System (CBIS) is the primary information portal for the
IGS. It contains information about the IGS organization, network, data and products. The
CB is charged with keeping all information up to date, including IGS membership, working
group and Governing Board Information, the IGS equipment files, process descriptions,
publications, the analysis summary files and reports and station logs. To improve capture
and availability of network related information, backend systems that manage network
information and QC information are being redesigned in 2011.

All site log meta data are now imported into the Site Log Manager database, which is
operating in a test mode. Though not fully operational yet, this is already facilitating im-
provements in site meta data accuracy. Consistency of site metadata contained on station
logs and RINEX headers has been continuously monitored through the year. Typically,
there are just a few inconsistencies at any given time, which are normally resolved within
days.

16



Publications

A prototype IGS network interface is operating at http://network.igs.org/ which is
intended to provide better access to station meta data and QC information. This effort is
being conducted using NASA funds at UNAVCO, leveraging related activities funded by
NSF.

Network performance monitoring reports, similar to the summary reports at the EUREF
website that give an aggregate view of the network (threshold compliance, availability,
etc.), are being worked on now and will soon be available on the web.

Effort to update site photos has so far resulted in 132 stations submitting new photos in
the desired format. The new photos have been posted on the site pages on igs.org.

We have received estimates from two commercial web design firms to implement the front–
end part of a new IGS website, which will require significant resources to accomplished.
Funding is being sought.

Network monitoring and other information is summarized for internal IGS use online at:
https://sites.google.com/a/igs.org/igsnet/igs-net.

12 Meetings Attended

A significant number of meetings and workshops were attended by IGS participants
in 2011. A listing of these is available online at http://igs.org/events/.

Publications

2009–2011 IERS Annual Report.

In addition, many papers, articles and presentations relating to IGS were published or
presented by IGS participants in 2011. A partial listing of these is available online at
http://tinyurl.com/IGS-bibli.

17



Fisher et al.: Central Bureau

18



Part II

Analysis Centers

19





Analysis Center Coordinator

IGS–Chair: U. Hugentobler
ACC 2011: J. Ray and J. Griffiths
ACC 2012: J. Griffiths and K. Choi

igs.acc@noaa.gov

1 ACC Activities

IGS products were combined 2011 without interruption. Product flow and quality were
continuously monitored and systematically validated. Contact to the Analysis Centers
was kept with intensive exchange through the IGS-ACS mail exploder and personal com-
munications. Significant effort was spent for maintaining the ACC’s web pages and with
answering frequent questions of users. The ACC was present at scientific conferences
(EGU April 2011 and AGU Dec. 2011) with presentations related to IGS products, their
quality and issues. Important issues discussed in presentations, at AC splinter meetings
and e-mail exchange were over-constrained parameters, draconitic anomalous frequencies,
tidal aliasing, handling of satellite attitude for clock parameter estimation, low number of
Analysis Centers providing clock solutions for the IGS Ultra Rapid solution.

In 2011 the switch to the reference frame IGS08 took place after dedicated testing cam-
paigns and with distributing associated information to the users. Two Analysis Centers
started to generate GLONASS products while one center stopped. Contacts with the
GNSS Research Center at Wuhan University - proposing to install a new Analysis Cen-
ter - were established. The results of the first reprocessing campaign were finalized and
preparations for a second reprocessing campaign were initiated.
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2 IGS Product Quality

Table 1 gives an overview of the estimated quality of the IGS core products at the end
of 2011. Consistency of IGS orbit and satellite clock corrections is illustrated in figure 1,
consistency of pole coordinates and length of day estimates in figures 2. Details can be
found at the Analysis Center Coordinator’s home page http://acc.igs.org/, in IGS
Mail #6053 (http://igscb.jpl.nasa.gov/mail/igsmail/2010/msg00001.html) and in
various presentations listed below. Information about performance of station clocks can
be found in IGS Mail #6511 (http://igscb.jpl.nasa.gov/pipermail/igsmail/2011/
006503.html) and references therein.

Table 1: Quality of the IGS core products at end of 2011 (see http://acc.igs.org/erp/
egu12-igu-erps.pdf)

Output
Series ID Product Type Accuracy Interval Update Latency
Ultra-Rapid IGU GPS orbits 5 cm (1D) 15 min every 6h 3-9 h
(predicted) GLONASS orbits 10 cm (1D) 15 min

GPS satellite 3 ns RMS, 15 min
clocks 1.5 ns Sdev
EOPs 250 ţas (PM) 6h

50 ţs (dLOD)
Ultra-Rapid IGA GPS orbits 3 cm (1D) 15 min every 6h 3-9 h
(observed) GLONASS orbits 5 cm (1D) 15 min

GPS satellite 150 ps RMS, 15 min
clocks 50 ps Sdev
EOPs <50 ţas (PM) 6h
, 10 ţs (dLOD)

Rapid IGR GPS orbits 2.5 cm (1D) 15 min daily 17-41h
GPS satellite & 75 ps RMS, 5 min 17 UTC
station clocks 25 ps Sdev
EOPs <40 ţas (PM) daily

10 ţs (dLOD)
Final IGS GPS orbits 2.5 cm (1D) 15 min weekly 11-17d

GLONASS orbits <5 cm (1D) 15 min each
GPS satellite & 75 ps RMS 30 s (SVs), Thursday
station clocks 20 ps Sdev 5 min (sta)
EOPs <30 ţas (PM) daily

10 ţs (dLOD)
Terrestrial frames 2 mm N&E, weekly

5 mm U
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Figure 1: Comparison of the GPS satellite related IGS final products with the AC contributions.
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Figure 2: Comparison of the IGS final products with the AC contributions for the Earth rotation
parameters.
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4 IGS08 Reference Frame Introduced

3 Events in 2011

A number of events took place in 2011. The most important of them are listed in the
table below.

Jan. 2011 GRGS starts submitting Final GLONASS orbits

March 2011 Carlos Rodriguez (TUM) provides subroutines for albedo modelling

April 2011 IGS adopts new IGS08 reference frame & igs08.atx antenna calibrations in all
its products starting 1632/0

April 2011 AC splinter meeting held in Vienna in association with the EGU 2011 meeting

May 2011 Results from reprocessing campaign 1 finalized

May 2011 BKG stops submitting Final GLONASS orbits

July 2011 Yaw attitude subroutine provided by Jan Kouba

Sept. 2011 EMR starts submitting Final GLONASS orbits

Nov. 2011 Letter of intent from the GNSS Research Center at Wuhan University propos-
ing to establish a new IGS Analysis Center there.

Dec. 2011 AC splinter meeting held in San Francisco in association with the Fall 2011
AGU meeting.

4 IGS08 Reference Frame Introduced

Effective April 17, 2011 the IGS adopted the new IGS08 reference frame, which is closely
related to ITRF08. The IGS08 computations were based on a selected globally distributed
subset of 232 well performing ITRF08 ground stations. Coincidentally, the IGS also
adopted a new ground antenna calibration model (IGS08.atx) based on absolute cali-
bration of the antennas. Satellite phase center offsets were also re-estimated based on
ITRF05 to ITRF08 scale differences. Details relating to IGS08 and the IGS08.atx an-
tenna model are contained in IGSMAIL #6354 and IGSMAIL #6355 respectively. Effects
on ground station coordinates arising from the IGS05 to IGS08 datum shift, as well as the
change over to the new antenna models are discussed in IGSMAIL #6356 and IGSMAIL
#6401.

25



Analysis Center Coordinator

5 Results from First Reprocessing Campaign Finalized

Results of the first IGS reprocessing campaign (Repro1) covering the period 1994-2007
were announced in April 2010 (see IGSMAIL #6136) and the product files have been
finalized and distributed to the IGS Global data Centers for access by users in May 2011,
see IGSMAIL #6445, http://igscb.jpl.nasa.gov/pipermail/igsmail/2011/006437.
html). Related product files have now been finalized and distributed to the IGS Global
Data Centers for access by users. Details relating to the Repro1 Campaign are available
online at http://acc.igs.org/reprocess.html.

6 References

For more information please refer to the Analysis Center Coordinator’s web page http:
//acc.igs.org/ where a large number of references, links to journal papers and pre-
sentations related to IGS products are available. A few important references are given
here:

• J. Ray and J. Griffiths (2010): Status of IGS core products (2010)
http://acc.igs.org/ACC-prods_IGS10.pdf

• Griffiths et al. (2012): IGS Preparations for the Next Reprocessing and ITRF
http://acc.igs.org/repro2/egu12_ig2_preps.pdf

• Ray (2011): Why does the IGS care about EOPs?
http://acc.igs.org/erp/igs-eop-requirements_NGA11.ppt

• Ray and Griffiths (2012): High Accuracy Subdaily ERPs from the IGS
http://acc.igs.org/erp/egu12-igu-erps.pdf

• Gendt et al. (2010): IGS reprocessing – Summary of orbit/clock combination & first
quality assessment
http://acc.igs.org/repro1/repro1_IGSW10.pdf

• Ray and Griffiths (2011): Status of IGS orbit modeling & areas for improvement
http://acc.igs.org/orbits/egu11-orbits.ppt

• Choi et al (2011): Evaluation of GPS orbit prediction strategies for the IGS Ultra-
rapid products
http://acc.igs.org/orbits/gps-predictions_agu11poster.pdf

• Griffiths and Ray (2011): Subdaily alias & draconitic errors in the IGS orbits
http://acc.igs.org/orbits/igs-orbit-errs_agu-f11.ppt

• Ray et al. (2011): Dependence of IGS products on the ITRF datum
http://acc.igs.org/trf/igs+itrf-datum_refag10.pdf
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• Ray et al. (2011): Consistency of crustal loading signals derived from models &
GPS: Inferences for GPS positioning errors
http://acc.igs.org/trf/pos-errs_agu-f11.ppt

• IGS Mail #6053: status of IGS orbit products
http://igscb.jpl.nasa.gov/mail/igsmail/2010/msg00001.html

• IGS Mail #6511: Final report on IGS station clocks
http://igscb.jpl.nasa.gov/pipermail/igsmail/2011/006503.html

• IGS Mail #6445: repro1 product files finalized
http://igscb.jpl.nasa.gov/pipermail/igsmail/2011/006437.html

• IGS Mail #5874: Status of IGS Ultra-rapid products:
http://igscb.jpl.nasa.gov/mail/igsmail/2009/msg00000.html
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Center for Orbit Determination in Europe (CODE)

R. Dach1, S. Schaer2

S. Lutz1, M. Meindl1, H. Bock1, E. Orliac1, L. Prange1,
D. Thaller1, L. Mervarta, A. Jäggi1, G. Beutler1

E. Brockmann2, D. Ineichen2, A. Wiget2

G. Weber3, H. Habrich3, J. Ihde3

P. Steigenberger4, U. Hugentobler4

1 Astronomical Institute, University of Bern, Bern, Switzerland
E-mail: code@aiub.unibe.ch

2 Federal Office of Topography swisstopo, Wabern, Switzerland
3 Federal Agency of Cartography and Geodesy,

Frankfurt a.M., Germany
4 Institut für Astronomische und Physikalische Geodäsie,

Technische Universität München, Munich, Germany

1 The CODE consortium

CODE, the Center for Orbit Determination in Europe, is a joint venture of the following
four institutions:

• Astronomical Institute, University of Bern (AIUB), Bern, Switzerland,
• Federal Office of Topography swisstopo, Wabern, Switzerland,
• Federal Agency of Cartography and Geodesy (BKG), Frankfurt a.M., Germany, and
• Institut für Astronomische und Physikalische Geodäsie, Technische Universität

München (IAPG, TUM), Munich, Germany.

The operational computations are performed at the AIUB whereas reprocessing activities
are usually carried out at IAPG, TUM. All solutions and products are produced with the
latest development version of the Bernese GNSS Software (Dach et al., 2007).

aInstitute of Geodesy, Czech Technical University in Prague, Czech Republic
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2 CODE products available to the public

A wide variety of GNSS solutions based on a rigorous combined GPS/GLONASS data
processing scheme is computed at CODE. The products are made available through anony-
mous ftp:
ftp://ftp.unibe.ch/aiub/CODE/ or http://www.aiub.unibe.ch/download/CODE/

An overview of the files is given in Tab. 1.

Table 1: CODE products available through anonymous ftp.

CODE ultra-rapid products available at ftp://ftp.unibe.ch/aiub/CODE

COD.EPH_U CODE ultra-rapid orbits, updated every 6 hours
COD.ERP_U CODE ultra-rapid ERPs belonging to the ultra-rapid orbit product
COD.TRO_U CODE ultra-rapid troposphere product, SINEX format
COD.SUM_U Summary of stations used for the latest ultra-rapid orbit
COD.ION_U Last update of CODE rapid ionosphere product (1 day)

complemented with ionosphere predictions (2 days)
COD.EPH_5D Last update of CODE 5-day orbit predictions, from rapid analysis, including all

active GLONASS satellites

CODE rapid products available at ftp://ftp.unibe.ch/aiub/CODE

CODwwwwd.EPH_R CODE rapid orbits
CODwwwwd.EPH_P CODE 24-hour orbit predictions
CODwwwwd.EPH_P2 CODE 48-hour orbit predictions
CODwwwwd.EPH_5D CODE 5-day orbit predictions
CODwwwwd.ERP_R CODE rapid ERPs belonging to the rapid orbits
CODwwwwd.ERP_P CODE predicted ERPs belonging to the 24-hour orbit predictions
CODwwwwd.ERP_P2 CODE predicted ERPs belonging to the 48-hour orbit predictions
CODwwwwd.ERP_5D CODE predicted ERPs belonging to the 5-day orbit predictions
CODwwwwd.CLK_R CODE rapid clock product, clock RINEX format
CODwwwwd.TRO_R CODE rapid troposphere product, SINEX format
CODwwwwd.SNX_R.Z CODE rapid solution, SINEX format
CORGddd0.yyI CODE rapid ionosphere product, IONEX format
COPGddd0.yyI CODE 1-day or 2-day ionosphere predictions, IONEX format
CODwwwwd.ION_R CODE rapid ionosphere product, Bernese format
CODwwwwd.ION_P CODE 1-day ionosphere predictions, Bernese format
CODwwwwd.ION_P2 CODE 2-day ionosphere predictions, Bernese format
CGIMddd0.yyN_R Improved Klobuchar-style ionosphere coefficients, navigation RINEX format
CGIMddd0.yyN_P 1-day predictions of improved Klobuchar-style ionosphere coefficients
CGIMddd0.yyN_P2 2-day predictions of improved Klobuchar-style ionosphere coefficients
P1C1.DCB CODE sliding 30-day P1-C1 DCB solution, Bernese format, containing only the

GPS satellites
P1P2.DCB CODE sliding 30-day P1-P2 DCB solution, Bernese format, containing all GPS

and GLONASS satellites
P1P2_ALL.DCB CODE sliding 30-day P1-P2 DCB solution, Bernese format, containing all GPS

and GLONASS satellites and all stations used
P1P2_GPS.DCB CODE sliding 30-day P1-P2 DCB solution, Bernese format, containing only the

GPS satellites
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Table 1: CODE products available through anonymous ftp (cont.).

CODE final products available at ftp://ftp.unibe.ch/aiub/CODE/yyyy/

yyyy/CODwwwwd.EPH.Z CODE final GNSS orbits, our official IGS orbit product
yyyy/CODwwww7.ERP.Z CODE final ERPs belonging to the final orbits, values for the full week
yyyy/CODwwwwd.CLK.Z CODE final clock product, Clock RINEX format, with a sampling of

30 sec for the satellite and the reference (station) clock and 5min for all
remaining station clock corrections

yyyy/CODwwwwd.CLK_05S.Z CODE final clock product, Clock RINEX format, with a sampling of
5 sec for the satellite and the reference (station) clock and 5minutes for
all remaining station clock corrections

yyyy/CODwwwwd.TRO.Z CODE final troposphere product, SINEX format
yyyy/CODGddd0.yyI.Z CODE final ionosphere product, IONEX format
yyyy/CODwwwwd.ION.Z CODE final ionosphere product, Bernese format
yyyy/CODwwwwd.SNX.Z CODE daily SINEX product
yyyy/CODwwww7.SNX.Z CODE weekly SINEX product
yyyy/CODwwww7.SUM.Z CODE weekly summary files
yyyy/COXwwwwd.EPH.Z CODE precise GLONASS orbits (for GPS week 0990–1066)
yyyy/COXwwww7.SUM.Z CODE weekly summary files of GLONASS analysis (dito)
yyyy/CGIMddd0.yyN.Z Improved Klobuchar-style ionosphere coefficients, nav. RINEX format
yyyy/P1C1yymm.DCB.Z CODE monthly P1-C1 DCB solutions, Bernese format, containing only

the GPS satellites
yyyy/P1P2yymm.DCB.Z CODE monthly P1-P2 DCB solutions, Bernese format, containing all

GPS and GLONASS satellites
yyyy/P1P2yymm_ALL.DCB.Z CODE monthly P1-P2 DCB solutions, Bernese format, containing all

GPS and GLONASS satellites and all stations used
Note, that as soon as a final product is available the corresponding rapid, ultra–rapid, or predicted
products is removed from the aftp server.

Some statistical information about typical daily solutions is given in Tab. 2 as of December
2011. The network of stations, considered by CODE for the final product generation, is
shown in Fig. 1.

Table 2: Statistics on CODE daily solutions
(compiled over December 2011).

Number of ultra–
rapid

rapid final

stations 90 120 250
satellites 55 (31 GPS + 24 GLONASS)
observations 300,000 750,000 1,500,000
parameters 4,800 11,000 20,000

GNSS
GPS only

Figure 1: Network used for the GNSS final
processing at CODE by the end
of 2011.
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3 Changes in the daily processing for the IGS

The CODE processing scheme for daily IGS analyses is constantly subject to updates and
improvements. The last published technical report was published in 2008 (Hugentobler
et al., 2008). Since that time a lot of changes in the CODE processing scheme, the data
modelling, and analysis algorithms have taken place. Highlights from the interval between
the last report and the end of 2010 are given in Tab. 3. In Sect. 3.1 we give an overview
of important development steps in the year 2011. Two of the model improvements are
further illustrated in Sect. 3.2.

Table 3: Selected modifications of the CODE processing between 2005 and 2010.

Date DoY/Year Description
07-May-2005 127/2005 Do not set up stochastic pulses at 12:00 for ultras up to 15 UT
13-Nov-2005 317/2005 Use CODE RPR model as a priori for all product lines
19-Mar-2006 078/2006 Ocean tide model for loading changed from GOT00.2 to FES2004
05-Nov-2006 309/2006 Change from relative to absolute antenna phase center modelling

Use IGS05 for geodetic datum definition
Troposphere model: GPT/GMF for vertical and TANZ for gradients
Use of updated CODE RPR a priori model for all satellites
Mean pole computed according to IERS2003 standards
Shapiro effect applied to GNSS (not only SLR)
Apply ocean tidal loading related center of mass corrections
hardisp.f is used to interpolate ocean tidal loading model constituents
Phase wind–up, polarization effect for clock estimation

04-Dec-2006 338/2006 Real-time data collection established using the bnc tool to complete
hourly and daily RINEX files

04-Nov-2007 308/2007 Use zero-model as RPR a priori for all GLONASS satellites
27-Apr-2008 118/2008 Inclusion of all available NGA stations in the CODE final analysis

Set up GNSS satellite antenna PCV parameters specific to each
individual satellite (for later retrieval)

04-May-2008 125/2008 Phase-consistent high-rate (5-sec) GPS satellite clock corrections
29-Jun-2008 181/2008 Time resolution for EOP estimation increased internally (from 2 to 1 hr)
29-Jun-2008 181/2008 Do not resolve ambiguities between Block IIR-M and other satellites for

LEICA and NOV receivers (L2C 0.25 cycle problem)
28-Sep-2008 272/2008 Numerous new GLONASS tracking stations (global coverage achieved)
26-Apr-2009 116/2009 New version of hardisp.f: more tidal constituents, phase bug corrected
26-Jul-2009 207/2009 No three day arc if the RMS of the orbit fit exceeds:

5 cm for GPS and 10 cm for GLONASS
(for GLONASS no automated arc split was included so far)

08-Aug-2009 220/2009 Handle more cases regarding the quarter-cycle problem
04-Mar-2010 063/2010 Higher order ionosphere (HOI: 2nd and 3rd order with IGRF v.11)

implemented; enabled in rapid procedure for test purposes
22-Jun-2010 173/2010 GNSS code bias retrieval from RINEX files

GPS & GLONASS P1C1 for satellites and receivers
GPS & GLONASS P2C2 for satellites and receivers

15-Sep-2010 258/2010 Verification of ambiguity resolution results activated
03-Oct-2010 276/2010 Troposphere model VMF1 for final, rapid, ultra-rapid

HOI corrections also activated for the final
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3 Changes in the daily processing for the IGS

3.1 Overview of changes in the processing scheme in 2011

Table 4 gives an overview of the major changes implemented during year 2011. Details on
the analysis strategy can be found in the IGS analysis questionnaire at the IGS Central
Bureau (ftp://igscb.jpl.nasa.gov/igscb/center/analysis/code.acn).

Table 4: Selected modifications of the CODE processing, over 2011.

Date DoY/Year Description
09-Jan-2011 009/2011 Orbit repeatability unit changed from cm to mm
15-Jan-2011 015/2011 An extra set of four parameters is set up for each GLONASS observing

station to characterize

• one GLONASS-GPS receiver antenna offset vector (three
components) and

• one GLONASS-GPS ZPD troposphere bias.

during Feb-2011 Extension of CODE final and rapid orbit validation (step-by-step)
New source of orbit quality measure table in the weekly CODE summary
starting with week 1625

27-Feb-2011 058/2011 GLONASS ambiguity resolution enabled (details below)
17-Apr-2011 107/2011 Use IGS08 for geodetic datum definition and receiver/satellite antenna

model (instead of IGS05)
04-Jul-2011 185/2011 ANTEX update from IGS08_1639 to IGS08_1643

(GLONASS-K1 Z-offset value change from 0.0 to 1.75m)
06-Sep-2011 249/2011 Extract a priori coordinates/velocities with 5 digits from IGS08.SNX.
27-Oct-2011 300/2011 Complete Ocean tidal loading table updated from

http://www.oso.chalmers.se/~loading/ because of detected
inconsistencies between recent and older results

Of course, several other improvements not listed in Tab. 4 were implemented. Those
mainly concern data download and management, sophistication of CODE’s analysis strat-
egy, software changes (improvements), and many more. As these changes are virtually not
relevant for users of CODE products, they will not be detailed on any further.

3.2 Details on selected model changes

As an indicator of the influence of the model changes on the CODE orbit quality, the three
consecutive one–day orbit solutions are fitted by one arc solving for the inital conditions,
three constant and six once–per–revolution parameters in the Sun–oriented coordinate
system at the satellite. The median from the RMS of this orbit fit from all satellites of
GPS and GLONASS is plotted for each day between October 2010 and April 2012 in
Fig. 2.

33



Dach, Schaer et al.: Center for Orbit Determination in Europe

0

2

4

6

8

M
e

d
ia

n
 o

f 
R

M
S

 i
n

 c
m

0

2

4

6

8

M
e

d
ia

n
 o

f 
R

M
S

 i
n

 c
m

O N D J F M A M J J A S O N D J F M A
2010 2011 2012

300 350 050 100 150 200 250 300 350 050 100

2010 2011 2012

Day of year

S
w

it
c
h
 t
o
 I
G

S
0
8

G
L
O

N
A

S
S

 a
m

b
ig

u
it
y

G
P

S
−

G
L
O

N
A

S
S

 b
ia

s
 a

d
d
e
d

U
n
it
 c

h
a
n
g
e
d
 f
ro

m
 c

m
 t
o
 m

m

re
s
o
lu

ti
o
n

GLONASS satellites
GPS satellites

Figure 2: Median of the RMS from a three–day orbit fit.

GPS/GLONASS ambiguity resolution

In particular the benefit from the ambiguity resolution for the GLONASS is clearly visible
in Fig. 2. It is remarkable that this also did improve the orbits for the GPS satellites.
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Figure 3: Ambiguity resolution with different
strategies for day 350 of year 2011.

The following strategies are applied de-
pending on the lengths of the baselines:

L1/L2 (<20 km): Direct ambiguity reso-
lution to the original observations us-
ing the SIGMA–strategy; for GPS
and GLONASS (no restrictions re-
garding freq. and receiver type;
GLONASS–SD bias retrieval)

WL/NL (<6000 km): Ambiguity resolu-
tion based on Melbourne–Wübbena
and afterwards narrow–lane linear
combinations using the SIGMA–
strategy; only for GPS

L5/L3 (<200 km): Ambiguity resolution
based on wide– and narrow–lane lin-
ear combinations using the SIGMA–
strategy; for GPS and GLONASS (no
restrictions regarding frequency and receiver type; GLONASS–SD bias retrieval and
introduction)

QIF (<2000 km): Unresolved ambiguities from the two steps above are resolved with the
QIF–strategy; for GPS and GLONASS (only the same frequency channels)
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3 Changes in the daily processing for the IGS
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Figure 4: Success rate of the ambiguity resolution in the CODE processing.

The success rate of the ambiguity resolution for the GPS observations was not reduced by
activating the resolution algorithms for GLONASS (see Fig. 4). As confirmed by Fig. 3,
the limited resolution rate for the combined GPS/GLONASS baselines with respect to
the GPS–only baselines can mainly be explained by the restrictions introduced by the
GLONASS ambiguity resolution algorithm (see above explanation). More details on the
multi–GNSS ambiguity resolution at CODE are given in Schaer and Meindl (2011).

GPS/GLONASS biases in IGS05– and IGS08–frame and –antenna solutions

The network processed by the CODE analysis center in the years 2009 and 2010 has been
re–processed twice:

1. using the IGS05 antenna corrections together within the IGS05 reference frame
2. using the new IGS08 antenna corrections together within the IGS08 reference frame

In both solution series (based on IGS05 and IGS08) so called GPS/GLONASS bias pa-
rameters are included:

• for the station coordinates equivalent to independent sets of weekly coordinates
for GPS and GLONASS (applying a zero mean condition on the XYZ-components
inbetween them) and

• the troposphere parameters (one constant bias for each week) to absorb a potential
mismodeling in the receiver antenna phase center variations.

When adding the GPS/GLONASS bias parameters the RMS of the post-fit residuals for
the weekly normal equation is reduced by about 1% — this cannot only be explained by
the change of the degree of freedom (400 additional parameters with respect to 350,000
other parameters and nearly 27,000,000 observations). This improvement is achieved in
both series, based on IGS05 or IGS08 modeling standards.
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(b) IGS08-based solution

Figure 5: Differences in the computed weekly station coordinates between the default and the
solution with the GPS/GLONASS bias estimation.

The coordinate differences between the standard solution without GPS/GLONASS biases
and the new solution schemes with solving for one set of biases per week are plotted in
Fig. 5. It is noticeable that all differences in the IGS05-based solution have a positive
sign in the vertical component. This may be explained by a GLONASS-related scale
inconsistency, e.g., due to the satellite antenna offsets. In the IGS08-based solution this
feature is not visible. Nevertheless, there are systematic effects in the vertical component
as well, e.g., most of the TRIMBLE-antennas show negative differences but in the results
for stations equipped with LEICA- or TOPCON-antennas positive signs dominate.
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5 Reprocessing activities at CODE in 2011

4 Contribution to GLONASS satellite antenna calibration

CODE has reprocessed the GPS/GLONASS network starting from archived observation
files from June 2003 until end of Janury 2011. The IGS08.atx receiver antenna phase
center corrections — for more than 50% of the antenna radome combinations specific
GLONASS calibration values were available — have been applied.

For all GLONASS satellites and the GPS satellite with the SVN 62 new antenna phase
center corrections have been estimated following the strategy introduced by Dach et al.
(2011). For the GPS satellite antennas (with exception of SVN 62) the antenna phase
center corrections according to the IGS08.atx model have been introduced to guarantee
the full consistency of the antenna phase center corrections for the additional satellites.

An alternative solution for GLONASS satellite antenna corrections have been provided by
the analysis center at ESOC. Further information on a comparison and combination can
be found in Dilssner et al. (2011). The combined antenna phase center model is a part of
the IGS08.atx .

5 Reprocessing activities at CODE in 2011

The release of the IGS08 reference frame and the corresponding antenna phase center
corrections for the receivers and satellites together with other updates in the CODE pro-
cessing scheme gave the motivation for a reprocessing of the data starting in January 1996.
The processing followed the latest IERS 2010 conventions (Petit and Luzum, 2010).

The processing until May 2003 has started from RINEX. For the period until end of
2008 an existing set of pre–processed GPS/GLONASS observation files from a previous
reprocessing have been reused. Starting with 2009 the screened observation files from the
operational CODE processing were taken. Note, that for the full time span starting in
May 2003 the GLONASS ambiguity resolution algorithm has been applied. A detailed
description of the used models is given in ftp://ftp.unibe.ch/aiub/REPRO_2011/CODE_
REPRO_2011.ACN .

Table 5: CODE reprocessing products available through anonymous ftp.

CODE final products available at ftp://ftp.unibe.ch/aiub/REPRO_2011/CODE/yyyy/

yyyy/CODwwwwd.EPH.Z CODE final GNSS orbits, correspond to our official IGS orbit product
yyyy/CODwwww7.ERP.Z CODE final ERPs belonging to the final orbits, values for the full week
yyyy/CODwwww7.SNX.Z CODE weekly SINEX product

Note that more results are available in Bernese (version 5.2) specific formats in ftp://ftp.unibe.ch/
aiub/REPRO_2011/BSWUSER52/yyyy/ .
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The reprocessing did include atmospheric pressure loading (APL) deformation from Wi-
jaya et al. (2011). It has been introduced with scaling factors for each station. The prod-
ucts from this reprocessing made available at ftp://ftp.unibe.ch/aiub/REPRO_2011/
(see Tab. 5) are generated without correcting for the APL effect by enforcing the scaling
factor to zero.

There are plans to extend the list of products by clock corrections (starting with 2008 also
for GLONASS).
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1 Introduction

The NRCan (formerly EMR) Analysis Center (NRCan–AC) contribution to the Inter-
national GNSS Service began in the early days of the IAG service. The day–to–day
operations of the analysis center are performed by staff in the Geodetic Survey Division
(NRCan–GSD) of the Canada Center for Remote Sensing within the Natural Resources
department of the Canadian federal government. The NRCan–GSD is responsible for the
maintenance of the national horizontal, vertical and gravitational reference frames as well
as providing the means of accessing these data.

This technical report will address in a first section the major product changes and events
that occurred within the NRCan–AC since the last issue of IGS Technical Reports. A
second section will address the strategies used for the generation of the current and planned
products for submission to the IGS and the larger community.

2 2005–2011 Review

2.1 Major Products Changes

The major changes to the NRCan–AC products are listed in Table 1 in chronological
order. Readers are referred to the Analysis Coordinator web site (http://acc.igs.org)
for historical combination statistics of the NRCan–AC products.
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Table 1: Major changes to NRCan-AC processing strategy since 2005

Calendar GPS Wk
Date (day) Product Change description
2005may 16 1323 (1) Ultra-Rapid Bernese v5.0 (from v4.2)

2006 sep 03 1391 (0) Rapid/Final Satellite clocks at 30 second interval
2006 oct 21 1397 (6) Ultra-Rapid EMU GPS clocks rough alignment to GPS

time
2006 oct 31 1399 (2) Ultra-Rapid Production of 5-minute GPS clocks
2006 nov 05 1400 (0) Ultra-Rapid

Rapid/Final
Absolute phase centers and IGS05 reference
frame

2007 jan 24 1411 (3) Ultra-Rapid Hourly production of EMU
2007mar 04 1417 (0) Final 24h satellite orbital arc

(from 30h = 3+24+3)
2007 oct 10 1448 (3) Ultra-Rapid Production of 30-second GPS clocks

2008 jul 28 1490 (1) Rapid/Final Gipsy-Oasis v5.0 and GMF tropospheric
mapping function

2009 oct 11 1553 (0) Rapid/Final 10 degrees elevation cutoff
(from 15 degrees)

2009 oct 15 1553 (4) Rapid/Final IERS03 sub-daily tide model
( from IERS96 )

2010 apr 20 1580 (2) Ultra-Rapid CC2nonCC correctly applied

2011 apr 17 1632 (0) Ultra-Rapid
Rapid/Final

IGS08 (from IGS05)

2011may 22 1637 (2) Rapid Bernese GPS+GLONASS solution GPS
submitted for IGR combination
(IGS Mail #6410)

2011 jul 18 1645 (1) Rapid ERP file LOD print format correction
2011 sep 11 1653 (0) Final Bernese GPS+GLONASS solution

GLONASS submitted to IGLOS comb

2.1.1 Ultra–Rapid Orbit and Clock Products

During the 2005 to 2011 period, the NRCan–AC continued its development and its delivery
of Ultra Rapid products (EMU) to IGS and to support NRCan–GSD services such as
CSRS–PPP (NRCan online GNSS Processing Service) and HPGPS.C (NRCan real–time
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wide area GPS Corrections). Several changes were implemented to our strategy as can
be seen in Table 1. The most important changes are related to the production of 30–
second clocks along with the hourly availability of EMU products with a delay of less than
90minutes after the last observation. This allowed offering users of the CSRS–PPP service
a near real–time GPS processing capability with a maximum delay of 90minutes.

One bug correction in our Ultra–Rapid clock production deserves further attention. From
the end of 2008 to the end of April 2010 and due to an unfortunate implementation
error, the program CC2nonCC (IGS Mail #2827), which ensures consistency of precise
satellite clock information with P1/P2 code measurements, was not applied to stations
that needed it. The quality of the clock products during that period was not affected, in
terms of impact on positioning. However, the comparison of EMU clocks with respect to
IGR would show a scatter of up to 0.2 ns to 0.4 ns, depending on how many such stations
were included in our processing.

2.1.2 Rapid and Final Products

As can be seen in Table 1, several modifications were also implemented to the NRCan–AC
Rapid and Final products. Besides the estimation of 30–sec satellite clocks in September
2006, the most important changes were the switch of software from Gipsy–Oasis (Webb
and Zumberge, 1995) to Bernese (Dach et al., 2007) for the generation of Rapid products
and the start of our contribution of Final GLONASS solutions to IGLOS. Details of the
new Rapid strategy are described in section 3.3.

2.1.3 Real–Time Products

The NRCan–GSD has been processing real–time GNSS data since 1996, when it started
processing 4 real–time Canadian stations using in–house software and systems developed
in support of a pseudorange–based wide–area correction service. As data streaming sta-
tions were added over the years, the service evolved from a strictly Canadian to a North–
American coverage service. In the early 2000’s, NRCan–GSD began development of its
next generation correction service based on pseudorange and carrier–phase observations.
These prior developments put NRCan–GSD in a good position to start contributing real–
time orbital and clock corrections to the IGS Real–Time Working Group for comparison
and combination. The system is currently drawing on tracking data from the Real–Time
IGS network as well as Canadian permanent real–time stations to generate global cor-
rections based on real–valued ambiguities. The system and its future developments are
described in Section 3.1.
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2.2 Other Major Events

During the years 2008 and 2009 the NRCan–AC took part in the reanalysis project (repro1)
of historical GPS tracking data for the years 1994 to 2008, both as contributor of a
solution (em1) and as the repro1 reference frame coordination and combination center. The
objective for repro1 was for all analysis centers to estimate the products in a consistent
reference frame (IGS05) using an agreed–upon set of the latest models, methodologies
and conventions. The NRCan AC solutions included all core IGS products for the years
1995 to 2008. Table 2 summarizes the models used for the NRCan–AC repro1 products
generation.

This was the first such effort being conducted at NRCan–GSD and was done using JPL’s
Gipsy–Oasis II v5.0 software (Webb and Zumberge, 1995) on 2 Linux servers with 4 quad
core CPUs (32 CPUs in total). The NRCan–AC solutions included daily satellite orbits and
clocks, daily earth rotation parameters, daily station clocks, and weekly station positions
as well as satellite phase center Z–offsets. Due to the time constraints for this project, one
major change was implemented relative to the normal NRCan–AC production solution.
The repro1 solutions were independent 24h daily solutions with orbits initialized from
original IGS Final solutions and bulletin B ERPs. In comparison, the normal production
NRCan–AC solutions use the previous day solution to initialize the orbits and ERPs. The
complete project took 15months for ≈5000 daily solutions including reruns.

After more than a decade, the Reference Frame coordination role was transferred in
February 2010 (wk 1566) from NRCan–GSD to the Institut géographique national (IGN),
France. In this essential IGS role, NRCan–GSD operated the weekly combination of
weekly station coordinates, daily ERPs and weekly implicit apparent geocenter position

Table 2: NRCan repro1 model summary

Parameter NRCan repro1
Observations UD Iono-free phase and range
Elev Cutoff 10 deg
Daily Arc 24 h
Subdaily EOPs IERS96
2nd order Iono None
Earth Albedo None
SRP IIR/IIA Table Interpolation/GSPM-98
Antenna Calibrations igs05.atx (Offset and PCVs)
Tropo Mapping Function GMF
Satellite Z-offset Estimated
Solid Earth Tide IERS2003
Pole Tide IERS2003
Yaw Rates Nominal + Estimate
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from some 8 to 9 analysis centers (COD, EMR, ESA, GFZ, GRG, JPL, MIT, NGS, SIO)
using 6 to 7 independent analysis software packages along with 2 Associate Analysis Cen-
ters (MIT, NCL) contributing weekly combinations of the above. The transfer to IGN
was carefully implemented overlapping one year of weekly SINEX combinations from the
two institutions. Table 3 provides a summary of key Reference Frame Working Group
activities between 2005 and 2010.

Table 3: Key Reference Frame coordination activities for 2005-2010

2005 • The effect of updating from relative to absolute antenna phase center corrections
was analyzed using AC contributions. This effect was most noticeable in the height
component which for reference frame purposes links directly into the scale. It also
caused a discontinuity on all SINEX combined products. The use of relative phase
center was causing a 3 ppb bias in IGb00 while the use of absolute antenna phase
center reduced the bias to less than 1 ppb in IGS05.

• As the time span of the coordinates series and the number of stations did increase so
did the number of discontinuities. Equipment changes did cause most of the disconti-
nuities. The detection of small discontinuities was also found to be subjective.

2006 • Weekly station coordinates for 335 stations (for the period 1996–2005), daily ERP’s
(for the period 1999–2005) and weekly apparent geocenter (for the period 1999–2005)
were contributed to IERS for the realization of ITRF2005.

• A subset (132) of the contributed stations to ITRF05 was selected to realize IGS05,
which became official at the end of 2006. At that time, the RMS between the IGS05
and the IGS combined weekly solutions was 2mm horizontally and 6mm vertically.

2007 • The reprocessing of the IGS historical data (1994–2007) became necessary to provide
fully consistent IGS products. A reprocessing test campaign was organized to prepare
for this major effort. COD, EMR, GFZ, MIT, NGS and SIO did participate.

2008 • The ACs (COD, EMR, ESA, GFZ, GTZ, JPL, MIT, NGS, PDR, SIO, ULR started
to provide weekly reprocessed solutions going backward in time. By the end of the
year, preliminary combined solutions were available for the period 2003–2007.

2009 • By the end of the year, all ACs reprocessed solutions were completed. They were
gradually combined and updated as needed. Weekly solutions for over 900 stations
were provided by the ACs.

• A contribution of the IGS weekly official and reprocessed combinations to ITRF2008
was also provided to IERS at the beginning of 2009. This contribution was gradually
extended to finally reach the period 1997–2009.5 by August 2009. 560 stations were
provided to IERS for the ITRF08 realization. Several exchanges of technical informa-
tion with IGN helped for an upcoming smooth transition of the RFWG responsibility

2010 • The transfer of the responsibilities to IGN for the Reference frame working group activ-
ities was finalized by mid-January. The final submission of the combined reprocessed
solutions (1994–2007) was made to CDDIS in the spring.
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3 Current Status and Future Work

Statistics of the combination/comparison of the various NRCan–AC products are given in
Table 4 for years 2010 and 2011. The Ultra–Rapid products are given for the estimated
portion and a few prediction time span with respect to the IGS Rapid products in terms of
median satellite RMS. The comparison of NRCan–AC Rapid GPS, Final GPS and Final
GLONASS submissions are the median over all RMS with respect to the respective IGS
combinations, as computed in the Analysis Center Coordinator combination reports. The
reader should note the Final GLONASS were only available for the last 112 days in 2011.

Table 4: Median Orbit and Clock RMS of NRCan–AC products compared to IGS Combinations
for years 2010 and 2011

Orbits (cm) Clocks (ns)
Product 2010 2011 2010 2011
EMU estimated portion (24 h) vs IGR 2 2 0.10 0.10
EMU 3h prediction vs IGR 5 5 0.50 0.45
EMU 6h prediction vs IGR 5 5 0.72 0.66
EMU 12h prediction vs IGR 5 5 1.08 1.03
EMU 24h prediction vs IGR 10 10 2.03 1.99
EMR Rapid vs IGR 2.0 1.2 0.07 0.11
EMR Final vs IGS 1.9 1.9 0.09 0.11
EMX Final vs IGLOS — 3.1 — 8.45

3.1 Real–Time Products

The real–time computation infrastructure operated at NRCan–GSD consists of two ge-
ographically separated production servers in hot stand–by, one server, identical to the
production servers, at NRCan facilities for validation of pre–production–level algorithm
updates and bug corrections, and finally one server where development occurs. Data
streams from some 60 global stations part of the Real–Time IGS network, supplemented
with a few of Canadian stations, are multicast on a Wide–Area Network to which all
servers listen.

The current pseudorange and carrier–phase processing algorithm acquires the GPS sta-
tion data at 1Hz, carrying cycle–slip detection at that interval. All stations and satellites
clock synchronization error (but one) are estimated at two seconds interval, along with
real–valued ambiguities and a wet tropospheric delay at each station as a process noise.
The station coordinates are fixed at their epoch IGS08 value and the satellite positions
are obtained from the NRCan–GSD Ultra–Rapid orbit predictions produced hourly (see
section 3.2). The satellite positions and clock synchronization errors are transmitted over
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Internet as differences with respect to current broadcast satellite ephemerides parame-
ters in a modified RTCA format (NRCan, 2003), which carries corrections with a 4mm
resolution (compared to the FAA–WAAS specification of 12.5 cm). Two other correction
streams are produced in the new state–space representation message format under devel-
opment at the Radio Technical Commission for Maritime Services Special Committee 104
(www.rtcm.org): one where all GPS–specific messages are produced and a second stream
tailored to the IGS Real–Time pilot project requirements.

Current development work include the implementation of the Decoupled Clock Model
(Collins at al., 2008) for integer ambiguity resolution and the incorporation of GLONASS
data in view of a multi–GNSS real–time correction service.

3.2 Ultra–Rapid GPS&GLONASS Products

NRCan–GSD is currently working on a strategy to produce GNSS hourly orbit products.
The method is very similar to the current implementation of our GPS only Ultra Rapid
strategy already described in Mireault et al. (2008). The processing of both GPS and
GLONASS data is done the same way as in our Rapid GNSS solutions. The development
is nearly completed and parallel testing will soon begin in 2012. GNSS clock estimation
development will most likely start in the middle of 2012. Full implementation of true
Ultra Rapid GNSS orbits and clocks should be available by early 2013. One major draw
back of producing GNSS products is the increase in processing time which might prevent
us from delivering hourly products. A longer update interval and/or a longer delay may
result from the addition of the GLONASS constellation.

3.3 Rapid GPS&GLONASS Products

The new Bernese Rapid products are run daily and consist of the usual SP3 format files
(orbits and clocks at 15–minute intervals), RINEX clock format files (30–second satellite
clocks) and ERP. Both GPS and GLONASS data are processed simultaneously using the
Bernese v5.0 software (Dach et al., 2007). Resulting products are sent to IGS and used
internally as well. Table 5 is a summary of the strategy used for our Rapid solution.

3.4 Final GPS&GLONASS Products

In September 2011, NRCan started contributing to the Final IGLOS combination. For the
time being and until further developments are in place, a similar approach to our Rapid
GNSS product generation is used. Mainly, station coordinates are highly constrained
and not completely loose as per the Final IGS conventions. However, our strategy was
accepted by the Analysis Center Coordinator and further work will allow us to use the
proper conventions. Note that our Gipsy–Oasis GPS–only solutions are still being used
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Table 5: Rapid GNSS solution strategy

Software Use of Bernese 5.0
Network Around 120 stations (3 clusters) and 60 stations (1 cluster) are used for orbit

and clock estimation respectively
Observations GPS and GLONASS observations are always processed together:

Orbits: double-difference phase observations
Clocks: zero-difference code and phase observations

A priori orbits NRCan-AC Ultra Rapid (EMU), IGU/IGV or previous day predictions
A priori ERP NRCan-AC Ultra Rapid (EMU)
Troposphere 3 h zenith delays and 24 h horizontal gradients
Ambiguities GPS only in orbit estimation (≈80–85% resolved)

GLONASS ambiguities remain float
Orbits and ERP Produced using a sliding two 1-day Normal Equation (NEQ)
Orbits Produced first followed by a second run for the clock estimation

(orbits and ERP held fixed)
Clocks Estimated at 5-minute intervals and then interpolated at 30-second intervals

for the Final GPS combinations. The new Bernese solution is strictly used for IGLOS and
is called EMX. The orbits are rotated (RX, RY and RZ) to align them to our Gipsy–Oasis
Final GPS solutions

In preparation for NRCan’s contribution to the 2nd IGS reanalysis campaign, the Final
GPS product strategy will be updated in mid–2012. The major strategy change will
be to run independent 24 h daily solutions with orbits initialized from IGS rapids and
Bulletin A ERP. The current NRCan–AC strategy is to use the previous day Final solution
to initialize the orbits and ERP. Many other model changes will be made at this time and
are summarized in Section 3.5.

3.5 Participation in the 2nd IGS Reprocessing Campaign

Beginning in mid–2012 the NRCan–AC will start re–estimating the core IGS products
for the years 1994 to 2012. This 2nd IGS reprocessing campaign will be called repro2
and the NRCan–AC products will be named em2. The plan for repro2 is for all ACs
to estimate the products in a consistent way using the latest models and methodology.
Table 6 summarizes the major changes to the NRCan–AC solution between repro1 and
repro2.

The plan for repro2 at the NRCan–AC is to begin estimating solutions in late 2012 and
to process at a rate of ≈2 years/month. This will allow for the completion of the project
before the end of 2013.
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Table 6: Comparison of repro1 and repro2 NRCan–AC solutions

NRCan repro1 (em1) NRCan repro2 (em2)
Software JPL’s GIPSY-OASIS II,V5.0 JPL’s GIPSY-OASIS II, V.6.1
Satellite System GPS Only GPS Only
Terrestrial Ref Frame IGS05 IGS08
Antenna Calibrations Igs05.atx Igs08.atx
SRP Model IIR/IIA Table /GSPM-98 GSPM-2010
Nutation Model IAU 1980 IAU 2000A
Earth Albedo None Applied
Gravity Field JGM3 EGM2008
Solid Earth Tide IERS 2003 IERS 2010
Pole Tide IERS 2003 IERS 2010
Subdaily EOPs IERS 1996 IERS 2010
2nd Order Iono None Applied
SINEX Solution 7 d 1 d
Satellite Clock Rate 5minute 30 second

3.6 Ionosphere

After a long interruption, the NRCan–AC contribution to the Final IGS ionospheric ver-
tical TEC grid product is planned. In addition to our current process generating regional
vertical TEC grid using spherical cap harmonic analysis (Ghoddousi–Fard et al., 2011)
a process is undergoing to map vertical TEC using spherical harmonic expansion on a
global geomagnetic reference frame. The process can be initialized using a global grid
derived from International Reference Ionosphere (IRI2007). Vertical TEC values are esti-
mated on a single layer model from GPS inter–frequency, phase–smoothed, geometry–free
pseudorange measurements corrected for satellite and receiver differential code biases.
The planned global daily TEC grid generation for contribution to the IGS products will
complement our near–real–time global TEC grid generation currently under preliminary
test.
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1 Introduction

The IGS Analysis Centre of the European Space Agency (ESA) is located at the European
Space Operations Centre (ESOC) in Darmstadt, Germany. The ESOC Analysis Centre
has been involved in the IGS since its very beginning in 1992. In this report we give a
summary of the IGS related activities at ESOC in the recent years, roughly since 2004.
It focuses on the major changes in the routine processing during this period of almost
a decade. It also addresses some of the activities at ESOC which are not directly IGS
related but which rely heavily on the ESA IGS products. This report will demonstrate
that the the ESA/ESOC Analysis Centre has been very active and very succesful in the
recent years. Besides being an IGS analysis centre we have also become an analysis center
of the IDS and ILRS services. Furthermore, besides the routine product generation for the
IDS, IGS, and ILRS we are fully ready for the Galileo system and are capble of processing
all LEO observation types. This latter is important as it enables us to do precise orbit
determination of all LEO satellites in particular the Sentinel satellites of the GMES.

2 ESA IGS Analysis

2.1 ESA Products

The ESA IGS Analysis centre contributes to all the core IGS analysis centre products,
being:

• Final GNSS (GPS+GLONASS) products

– Provided weekly. Normally on Friday after the end of the observation week.
– Based on 24 hour solutions using 150 stations

51



Springer et al.: European Space Operations Centre

– True GNSS solutions simultaneously and fully consistently processing of GPS
and GLONASS measurements. Means a total of around 55 satellites.

– Consisting out of Orbits, Clocks, coordinates, Ionosphere, and EOPs

• Rapid GNSS (GPS+GLONASS) products

– Provided daily for the previous day.
– Available within 3 hours after the end of the observation day
– Based on 24 hour solutions using 110 stations
– True GNSS solutions simultaneously and fully consistently processing of GPS

and GLONASS measurements. Means a total of around 55 satellites.
– Consisting out of Orbits, Clocks, coordinates, Ionosphere, and EOPs

• Ultra–Rapid GNSS (GPS+GLONASS) products

– Provided 4 times per day covering 48 hour intervals until 0, 6, 12, and 18 hours
UTC.

– Available within 3 hours after the end of the observation interval
– Based on 24 hours of observations using 110 stations
– True GNSS solutions simultaneously and fully consistently processing of GPS

and GLONASS measurements. Means a total of around 55 satellites.
– Consisting out of Orbits, Clocks, Ionosphere, and EOPs
– Containing a 24 hour estimated interval and a 24 hour predicted interval.

Besides these core products ESA is very active in different working groups. Most notably
are our efforts in the Real–Time pilot project where besides being one of the analysis
centres we ESA is also responsible for the analysis centre coordination. However, also
our efforts in the scope off the antenna calibarations and satellite orbit modeling working
groups are not insignificant. Furthermore, we will significantly contribute to the IGS
MGEX efforts.

An up to date description of the ESA IGS Analysis strategy may be found at:
ftp://dgn6.esoc.esa.int/products/esa.acn

2.2 ESA Reprocessing

ESA has also participated in the first IGS reprocessing efforts (repro1) for the IGS contri-
bution to the realisation of the International Terrestrial Reference Frame 2008 (ITRF08).
Thanks to efficiency and speed of the NAPEOS software (see development section) ESOC
was able to contribute to this very demanding effort despite the limited computational
power available to our group at ESOC. Thanks to the fact that NAPEOS can process
a full day of GNSS data in less the 60 minutes the reprocessing effort could be done on
a relatively simple Linux–PC within a reasonable amount of time. For this reprocessing
effort ESA has processed all historic GNSS data of the IGS from 1994 to 2008 but the
results in 1994 were considered to be off to poor quality to submit.
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Meanwhile ESA has repeated the reprocessing using the ITRF08 station coordinates and
the corresponding IGS08 antex corrections for the receiver and transmitter antennas. In
this reprocessing the years 1995 to 2008 are done using only GPS observations, but from
2009 the reprocessing does fully include the GLONASS observations and thus are true
GNSS solutions. The products from the first ESA official reprocessing efforts based on the
ITRF05 reference frame are available from the official IGS data centres. The most recent
ESA reprocessing products, currently based on the ITRF08, are available from our ftp:
ftp://dgn6.esoc.esa.int/igs/repro2

These are our preliminary products for the second IGS reprocessing effort (repro2) and
thus the products are labelled "es2". The products from the first reprocessing were,
consequently, labelled "es1". Currently only the orbit products are made available. Other
products are available on request. An interesting difference between our es1 and es2
reprocessing is that, as mentioned before, from 2009 our es2 products are GNSS products.
Also our es2 products do contain 30 second clock estimates. We generate these high–rate
clock products because we are also very active in processing GNSS data from Low Earth
Orbiting (LEO) receivers (see later section). For LEO processing high–rate clocks are very
much needed to get accurate orbits based when using the well–known PPP technique. At
present it is unclear whether we as ESA will make these high–rate clocks freely available.

Last but not least it is wortwhile to mention that besides participating in the IGS repro-
cessing efforts ESA also contributed to the reprocessing efforts of the IDS and the ILRS.
This represents a rather unique achievement in that one single software version, NAPEOS,
contributed to the ITRF solutions of three different space geodetic techniques.

2.3 ESA Product Highlights

One of the highlights of the ESA Analysis Centre products is that they are one of the best
products available from the individual IGS analysis centres. Secondly the ESA products
are one of the few complete GNSS products. In fact ESA was the first IGS analysis centre
to provide a consistent set of GNSS orbit and clock products. These product constituted
the very first products that could, and are, used for true GNSS precise point positioning.
The sampling rate of the final GPS+GLONASS clock product is 30 seconds.

Another special feature of the ESA products is that they are based on completely inde-
pendent 24 hour solutions. Although this does not necessary lead to the best products, as
in the real world the orbits and EOPs are continuous, it does provide a very interesting
set of products for scientific investigations as there is no aliasing and no smoothing.
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3 ESA Analysis Developments

3.1 NAPEOS Developments

The Navigation Package for Earth Orbiting Satellites, NAPEOS, Springer (2009), has been
developed at ESOC over the scope of many years. It started as a rewrite, from Fortran
77 into Fortran 90, for the flight dynamics section of ESOC of the old Bahn program
including all the smaller support programs. After the very successful completion of that
task it was decided to add the GNSS capabilities to NAPEOS as well. Although initially
foreseen to be finished in 2004 it effectively took until the end of 2007 before NAPEOS
was fully ready and capable to be used for the high accuracy IGS service.

In January 2008 ESOC started to use NAPEOS for its IGS activities after having tested
the software by running a small reprocessing effort covering the full year of 2007. After the
introduction of NAPEOS for the IGS routine processing the NAPEOS developments did
not stop, on the contrary the development speed actually increased. Because NAPEOS was
used more and more in the navigation support office at ESOC more and more requirements
were put on the system but also more resources for development became available. Over
the time period from 2008 to 2010 all projects within the navigation support office of
ESOC switched from the old Bahn software to the meanwhile clearly superior NAPEOS
software. Besides being more accurate, more efficient, and much faster, NAPEOS also is
much easier to learn, configure, and operate. Over the years since 2008 the versatility as
offered by the NAPEOS software has greatly enhanced the abilities and productivity of
the navigation support office.

In 2008 the IGS activities started with NAPEOS version 3.0, whereas meanwhile (2012)
we are working on the release of NAPEOS version 3.7. Despite the very high quality of
the current NAPEOS version 3.6., the version 3.7 will bring significant improvements and
enhancements. In particular the integer ambiguity resolution was significantly improved
now giving rise to almost always 98% of resolved ambiguities compared to 90% today.
Furthermore, the integer ambiguity resolution was enhanced in such a way that it can now
also include LEO GNSS receivers and fix LEO–LEO but also Station–LEO ambiguities.
And in version 3.7 the Ionosphere estimation is incorporated into the NAPEOS software.
Last but not least some significant further speed improvements were achieved. For our
IGS type of processing an improvement of about 25% was achieved whereas for our LEO
processing a speed improvement of about 50% (meaning a factor of 2 faster!) was achieved.
With these speed improvements NAPEOS is now capable of processing an IGS type of
solution (150 stations, 55 satellites) including a LEO (e.g. JASON) in less than 2 hours
on a single core of a standard PC. An amazing achievement!

Thanks to the excellent quality of the NAPEOS software we were one of the first GNSS
centres world–wide that noticed and documented the anomaly of the SVN 49, Springer and
Dilssner (2009). Our efforts contributed significantly to the understanding of the problem
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with this satellite. Unfortunately, as it turned out, the problem cannot be resolved and
the satellites has to be considered to be lost.

3.2 The GLONASS–M satellite yaw–attitude model

The proper modelling of the satellites’ yaw–attitude is a prerequisite for high–precision
Global Navigation Satellite System (GNSS) positioning and poses a particular challenge
during periods when the satellite orbital planes are partially eclipsed. Whereas a lot
of effort has been put to examine the yaw–attitude control of GPS satellites that are in
eclipsing orbits, hardly anything was known about the yaw–attitude behaviour of eclipsing
GLONASS–M satellites. However, systematic variations of the carrier phase observation
residuals in the vicinity of the orbit’s noon and midnight points of up to ±27 cm indi-
cated significant attitude–related modelling issues. In order to explore the GLONASS–M
attitude laws during eclipse seasons, we studied the evolution of the horizontal satellite
antenna offset estimates during orbit noon and orbit midnight using a technique that we
refer to as “reverse kinematic precise point positioning” . In this approach, we keep all rel-
evant global geodetic parameters fixed and estimate the satellite clock and antenna phase
centre positions epoch–by–epoch using 30–second observation and clock data from a global
multi–GNSS ground station network. The estimated horizontal antenna phase centre off-
sets implicitly provide the spacecraft’s yaw–attitude. The insights gained from studying
the yaw angle behaviour have led to the development of the very first yaw–attitude model
for eclipsing GLONASS–M satellites, Dilssner (2010); Dilssner et al. (2011). The derived
yaw–attitude model proves to be much better than the nominal yaw–attitude model com-
monly being used by today’s GLONASS–capable GNSS software packages as it reduces
the observation residuals of eclipsing satellites down to the normal level of non–eclipsing
satellites and thereby prevents a multitude of measurements from being incorrectly iden-
tified as outliers. It facilitates continuous satellite clock estimation during eclipse and
improves in particular the results of kinematic precise point positioning of ground–based
receivers.

3.3 ESOC contributions to PCO/PCV

Driven by the comprehensive modernization of the GLONASS space segment and the
increased global availability of GLONASS–capable ground stations, Springer and Dach
(2010), an updated set of satellite–specific antenna phase centre corrections for the cur-
rent GLONASS–M constellation was determined by processing 84 weeks of dual–frequency
data collected between January 2008 and August 2009 by a worldwide network of 227 GPS–
only and 115 combined GPS/GLONASS tracking stations. The analysis was performed
according to a rigorous combined multi–system processing scheme providing full consis-
tency between the GPS and the GLONASS system. The solution was aligned to a re-
alization of the International Terrestrial Reference Frame 2005. The estimated antenna
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parameters are compared with the model values currently used within the International
GNSS Service (IGS). It was shown that the z–offset estimates are on average 7 cm smaller
than the corresponding IGS model values and that the block–specific mean value perfectly
agrees with the nominal GLONASS–M z–offset provided by the satellite manufacturer. It
was demonstrated that the orbit quality benefits from the updated GLONASS–M an-
tenna phase centre model and that a consistent set of satellite antenna z–offsets for GPS
and GLONASS is imperative to obtain consistent GPS– and GLONASS–derived station
heights, Dilssner et al. (2010).

Besides these, rather unique, GLONASS PCO/PCV contributions ESOC has also con-
tributed very significantly to the GPS PCO/PCV understanding. Our unique spherical
harmonics approach has proven to be very good and our significant abilities in analysing
also GNSS LEO data has allowed us to also play a leading role, together with the Analysis
Centre CODE, in the extension of the PCV values from the 14 degrees to the 17 degrees
nadir angle range. This extension is of prime importance for accurately processing GNSS
LEO data.

4 GNSS LEO Analysis

Driven by the GMES (Global Monitoring for Environment and Security) and GGOS
(Global Geodetic Observing System) initiatives the user community has a strong demand
for high–quality altimetry products. In order to derive such high–quality altimetry prod-
ucts, precise and homogenously processed orbits for the altimetry satellites are a necessity.
With the launch of the TOPEX/Poseidon mission in 1992 a still on–going time series of
high–accuracy altimetry measurements of ocean topography started, continued by the al-
timetry missions Jason–1 in 2001 and Jason–2/OSTM in 2008. The Navigation Support
Office at ESA/ESOC uses its NAPEOS software for the generation of precise and homo-
geneous orbits referring to the same reference frame for the altimetry satellites Jason–1
and Jason–2. Data of all three tracking instruments on–board the satellites (beside the
altimeter), i.e. GPS, DORIS, and SLR measurements, are used in a combined data anal-
ysis. About 7 years of Jason–1 data and more than 1 year of Jason–2 data were processed.
Our processing strategy is close to the GDR–C standards. However, we estimated slightly
different scaling factors for the solar radiation pressure model of 0.96 and 0.98 for Jason–1
and Jason–2, respectively. We used 30 second sampled GPS data and introduced 30 second
satellite clocks stemming from ESOC’s reprocessing of the combined GPS/GLONASS IGS
solution. The fully combined solution (DORIS, GNSS, and SLR) was found to give the
best orbit results. We reach a post–fit RMS of the GPS phase observation residuals of
6mm for Jason–1 and 7mm for Jason–2. The DORIS post–fit residuals clearly benefit
from using GPS data in addition, as the DORIS data editing improves. The DORIS ob-
servation RMS for the fully combined solution is with 3.5mm and 3.4mm, respectively,
0.3mm better than for the DORIS–SLR solution. Our orbit solution agrees well with
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external solutions from other analysis centres, as CNES, LCA, and JPL. The orbit dif-
ferences between our fully combined orbits and the CNES GDR–C orbits are of about
0.8 cm for Jason–1 and at 0.9 cm for Jason–2 in the radial direction. In the cross–track
component we observe a clear improvement when adding GPS data to the POD process.
The 3D–RMS of the orbit differences reveals a good orbit consistency at 2.7 cm and 2.9 cm
for Jason–1 and Jason–2, Flohrer et al. (2011) Our resulting orbit series for both Jason
satellites refer to the ITRF2005 reference frame and are provided in sp3 file format on our
ftp server.
For Jason–1 at: ftp://dgn6.esoc.esa.int/jason1
For Jason–2 at: ftp://dgn6.esoc.esa.int/jason2

5 Multi–technique Analysis

The NAPEOS multi–technique capabilities allow combining the observations from the dif-
ferent techniques on the observation level. One obvious major benefit of this is that it
ensures that identical models are used for all technique and thus all the data is processed
homogeneously. A second major benefit is that the combination on the observation level
offers the unique possibility to tie the techniques together not only through the terrestrial
local site ties, at collocated sites, but also through their space ties, i.e., the physicall dis-
tances of the instruments as mounted on the satellite spacecraft body. Here it is worthwhile
to point out that these space ties are not used when generating the ITRF solutions!

At ESOC we have already demonstrated that the SLR observations of the GPS and
GLONASS satellites significantly strengthen the ties between those two observation tech-
niques. Also it is well known that the SLR observations contribute significantly to
the DORIS solutions. The strongest tie between the three techniques, however, is of-
fered by the JASON–1 and –2 satellites which provide observations from all three tech-
niques: DORIS, GPS, and SLR. Recent enhancements and efficiency improvements of
the NAPEOS software have made it possible to include GNSS data from LEO satellites
in a full IGS final run, i.e., a GNSS solution using 150 GNSS stations and all (≈ 60)
GNSS satellites; a rather unique capability. The NAPEOS multi–technique capabilities
make it an excellent tool for Space Geodesy in general and GMES and GGOS in particu-
lar. Especially the combination of the three space geodetic techniques on the observation
level including LEO satellites that have observations from all three techniques, like e.g.
JASON–1 and –2, does offer an enormous strengthening of the ties between the different
observation techniques. At ESOC we have only just begun to uncover this potential!

It should be mentioned that with significant NAPEOS abilities we contribute to the efforts
of the IERS working group for Combination on the Observation Level (abbreviated COL,
but we prefer to abbreviate it as COOL).
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6 Conclusions

6.1 Summary

Over the recent years the Navigation Package for Earth Orbiting Satellites, NAPEOS,
as developed and maintained at the European Space Operations Centre (ESOC) of the
European Space Agency (ESA) has evolved to a great tool for satellite geodesy. NAPEOS
is capable of processing data from all GNSS systems, all DORIS, and all SLR observations.
And, NAPEOS is used for generating state of the art products for all three satellite geodesy
techniques: IDS, IGS, and ILRS. At ESOC NAPEOS is routinely used for a large number
of tasks. Most relevant is the fact that one and the same version of NAPEOS is used for
generating the ESOC analysis centre products for the IGS, ILRS, and IDS.

Over the years since 2004 very major changes have taken place with respect to the IGS
analysis at ESOC. These changes have made our analysis centre to be one of the best
and one of the most complete within the IGS. At the same time we have also contributed
significantly to different important aspects of the GNSS technique in general and the IGS
in particular. In particular noteworthy are our efforts and achievements as mentioned
below.

• Truly combined GNSS processing including Orbits and (30s) Clocks allowing for
GNSS precise point positioning

• Attitude model for the GLONASS–M satellites, in particular during the eclipse
phases

• Contributions to the IGS antenna working group for the determination of the GNSS
satellite PCO and PCV values

• Analysis Centre and Analysis Centre Coordination of the Real–Time Pilot Project
• Efficient, fast, and accurate simultaneous processing of GNSS ground station and

LEO data
• Unsurpassed capabilities for multi–technique processing: DORIS, GNSS, and SLR
• Full Analysis Centre in the IDS, IGS, and ILRS
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1 Summary

Since the last publication of the IGS Annual Report GFZ has enhanced its GPS software to
a full GNSS capable software including GLONASS and Galileo. The new version, named
EPOS–8, was used in the standard IGS processing starting July 2009.

It should also be mentioned here that during the last reprocessing campaign the IGS
network was already analysed with EPOS–8.

2 Products

The list of products provided by GFZ is summarized in Table 1. All the orbit and clock
products include estimates for GPS and GLONASS satellites. For the IGS Rapid and
Final processing lines the GLONASS data were added starting GPS week 1579 (April
2010). With the start of the generation of IGS Ultra Rapids for GLONASS (GPS week
1603, September 2010) GFZ is contributing to this new IGS product.

The GFZ Final summary report includes the station–wise mean clock offsets between
GLONASS and GPS (so–called Inter–Frequency Code Biases, IFB) which are replacing
since GPS week 1637 (May 2011) the information provided until that time by BKG in the
IGS combination to align the GLONASS broadcast clocks.
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Table 1: List of products provided by GFZ AC

Final

gfzWWWD.sp3 Orbits for GPS/GLONASS satellites
gfzWWWD.clk 5–min clocks for stations and GPS/GLONASS satellites
gfzWWW7.erp
gfzWWW7.snx
gfzWWW7.sum Summary file including ISB for GLONASS
gfzWWWD.tro 1–hour ZPD estimates

Rapid

gfzWWWD.sp3 Orbits for GPS/GLONASS satellites
gfzWWWD.clk 5–min clocks for stations and GPS/GLONASS satellites
gfzWWWD.erp

Ultra (every 3–hours; provided to IGS every 6 hours)

gfuWWWD.sp3 Adjusted and predicted orbits for GPS/GLONASS satellites
gfuWWWD.erp

3 Processing

EPOS–8 is following the IERS Conventions 2010 (Petit and Luzum, 2010).

In July 2010 the yaw attitude modelling for GLONASS was implemented according the
model provided by ESOC (Dilssner et al., 2011). For the GPS satellites our software keeps
unchanged, i.e., the maximum yaw rate is estimated on a daily basis.

The albedo model, using the software provided by (Rodriguez–Solano et al., 2012), was
implemented in EPOS–8 with small interface adaptations.

Some details for recent changes are listed in Table 2.

The station network used in the processing is shown in Figure 1. For the IGS Final, Rapid
and Ultra Rapid about 200, 110, and 90 sites are used, respectively.

4 Current status of GLONASS Processing

The orbit and clock products are generated from a combined GPS/GLONASS estimation
on an operational basis since week 1579.

The clock corrections are consistent to pseudo range and carrier phase observations and are
provided with a sampling rate of 300 sec. The selected standard code observable types are
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4 Current status of GLONASS Processing

Table 2: Recent Processing changes

Date IGS IGR/IGU Change
2010-04-11 1579 GLONASS data processing for Final
2010-09-26 1603 GLONASS data processing for Ultra
2010-07-08 1590 1592.1 Yaw modelling for GLONASS
2011-12-15 1665 1665.1 Atmospheric Loading S1/S2
2011-12-15 1665 1665.1 Ocean pole tide
2011-12-15 1665 1665.1 Bug fix for negative beta angle in yaw modelling

corrected; yaw modelling for IIF added
2012-01-09 1669 1670.1 Albedo/IR/Antenna thrust for GPS&GLONASS
2012-02-13 1674 1674.0 ZPD with 30–min sampling, internally
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Figure 1: Used stations (GLONASS tracking sites are marked with yellow squares).
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P1 and P2, C1 is only used if P1 is unavailable, C2 is never used. During Pre–processing
the P1C1 Differential Code Biases (DCB) provided by CODE are used within cc2noncc
tool. One Inter–Frequency Code Bias (IFB) is introduced per station, frequency channel
and day with very loose constraints. For these biases we have no fixed datum definition
and the mean of all IFB per station are used as a priori value. Additionally there exists
the possibility to set the IFB at one selected station to zero.

During the whole processing chain we apply different IFB handlings: In data cleaning
and orbit/clock improvement steps we use one mean IFB per station. Only in the final
iteration step we introduce one IFB per station and frequency channel. This handling
ends up in a good balance between processing time and solution quality in our parameter
estimation of actually 32 GPS+24 GLONASS satellites. The number of used GLONASS
stations within our selected network and the approximately needed computation time per
day is listed in Table 3.

The orbit quality of GFZ’s GLONASS solution is nicely shown in the weekly Final IGLOS
combination (Figure 2) where a good agreement with other ACs in the level of about
2–3 cm is reached.

The experience from two years of GLONASS data processing shows that the “Mean IFB”
handling per station during data cleaning steps can cause some problems, if the receiver
dependent spreading between the channels is very large. In these cases a lot of observations
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Figure 2: Final GLONASS orbit comparisons.
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4 Current status of GLONASS Processing

Table 3: Number of stations and processing time for different kind of GFZ products.

IGS Product # of sites # of sites Duration [h]
incl. GLO

Ultra 90 50 ≈1
Rapid 110 60 ≈2
Final 200 90 ≈4

are flagged as outliers during residual screening and finally all GLONASS data of that
particular station are rejected. In Figure 3 there are given some examples of different
receiver types which are operated at IGS stations. Clearly visible is the good performance
of Javad TRE_G3TH, Trimble NETR9 and Leica GRX1200+GNSS hardware in terms of
IFB stability and linear behaviour over the channel spectrum with a range of ≈2m, ≈3m
and ≈7m, respectively. The spreading at TPS NetG3 equipped stations is obviously non–
linear and larger. The station Mendeleevo in Russia (MDVJ) is with up to 20m fluctuation
very conspicuous and GLONASS data are excluded within our processing scheme. The
reason for that behaviour is still unknown, but it seems to be station related.
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Figure 3: Inter–Frequency Code Biases per receiver type (mean values subtracted).
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GOP IGS Analysis Centre Report 2005–2011

J. Dousa

Geodetic Observatory Pecný,
Research Institute of Geodesy, Topography and Cartography,
Ústecká 98, Zdiby, Czech republic, e–mail: jan.dousa@pecny.cz

1 Introduction

This report summarizes the contribution of Geodetic Observatory Pecný (GOP) of the
Research Institute of Geodesy, Topography and Cartography to the International GNSS
Service during 2005–2011. The GOP is contributing to the GNSS ultra–rapid product
series strongly motivated by its activities in (near) real–time applications. During 2005–
2011 various developments were done at GOP analysis centre, which are described in
report together with developing new GLONASS contribution. Other related activities like
product performance monitoring or experience with the use of IGS combined ultra–rapid
products in end–user applications is summarized too.

2 Processing strategy in a nutshell

The GOP orbit determination procedure is based on modified Bernese GPS Software V5.0
(Dach et al., 2007) and in–house system for a flexible use, which is common to all other
services provided by GOP. The orbit determination system has been developed as highly
efficient based on the analysis of double–differenced observations from last 6–hour data
batch, thus avoiding redundancy in observation pre–processing. The final product is gen-
erated applying the combination of 6–hour normal equations (NEQs) over last two days.
Only the GNSS navigation messages, GNSS observations and predicted Earth rotation pa-
rameters (ERPs) are necessary for the initialization. In order to provide overall robustness,
the solution consists of two orbit improvements (Fig. 1, pink blocks). The GPS satellite
manoeuvres are detected (± 10min) through the analysing navigation messages. High ef-
ficiency is reached using a network clustering for parallel runs (Fig. 1, black boxes), which
are implemented for all processing steps. The white boxes in figures finalizes individual
parallel steps and red boxes represent preliminary daily solutions for specific parameter
estimations. The initial clusters are defined for continents, but based on real data they
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Figure 1: GOP processing scheme based on 6–hour data batch and long–arc combination

are flexibly reconfigured. According to the processing load in various steps, the clusters
are setup to small (5–10 sites) or medium (20–30 sites) size. All parameters, which are
out of interest, are pre–eliminated or fixed from previous iterations whenever possible. All
steps of daily results are based on a combination of four 6–hour NEQs, while the final
product is combined over 2–days (eight 6–hour NEQs). More final variants can be run in
paralell after the pre–processing steps (Fig. 1, blue boxes). The long–arc orbit modelling
is based on the extended CODE model (Beutler et al., 1994) with periodical solar radi-
ation parameters constrained according to Tab. 1. The stochastic parameters in radial,
along–track and out–of–plane direction are estimated (and constrained, see Tab. 1) only
for satellites in eclipse at epoch aproximately in a mid of the interval. All satellites are
always included in the processing, but in case of a modelling problem the observations
from relevant satellite are down–weighted in 6–hour solution. The official GOP official
product is filtered based on various internal information from the processing and exclu-
sion of individual satellites or changing their accuracy code is finally performed. Various
other checking procedures are incorporated within the processing system — e.g. single
station rejection, datum definition robustness etc.

Table 1: RPR (D,Y,X) and stochastic parameter (R,A,O) constrains

Parameter constrains units
constant D/Y/X terms unconstrained m/s2

periodic D/Y/X terms 1.0E–12 / 1.0E–10 / 1.0E–11 m/s2

stochastic parameters (radial/along/cross) 1.E–7 / 1.E–7 / 1.E–9 m/s
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4 GOP GLONASS ultra–rapid product

3 Strategy improvements during 2005–2011

In first half of 2006 we completely revised our system (processing steps, modelling etc.),
but still keeping 6–hour observations processing scheme as an efficient basis. This revi-
sion provided significant improvements in GOU solution and it is clearly visible in IGS
comparison after a gap in GOP contribution (caused by the development due to a lack of
hardware). Many small changes/improvements were done later on in order to fix bugs, to
enhance an efficiency and robustness of the procesing and to support easier maintenance.
The list of significant changes is summarized in Tab. 2, while many others applied dur-
ing the period of 2006–2011 are not specifically mentioned. The quality overview of the
original (2005) and improved (2010) GOP ultra–rapid GPS product is given in Tab. 3. A
specific processing extension concerning multi–GNSS support is described in Section 4.

4 GOP GLONASS ultra–rapid product

In 2009, GLONASS consisted of 20 active satellites and stand–alone GLONASS orbit de-
termination solution was developed (Dousa, 2012). A revision of all processing steps of
existing GOP solution was necessary to reach a maximum robustness of a stand–alone
GLONASS solution, which finally resulted in improvements of GOP GPS official contri-
bution to IGS. The GLONASS solution was implemented as an extention to the original
GOP processing scheme (i.e. rigorously combining all observations). Some differences in
individual steps of the processing between GLONASS and GPS exist (e.g. in ambigu-
ity resolution for GPS only etc.), but these are handled automatically within individual
scripts. A single option for switching between GPS, GLONASS or GNSS analysis allowed
us to perform tests between these three solutions during two 60–day periods (Nov/Dec 2008
and May/Jun 2009) for the evaluation of products (Dousa, 2012). The results shown that
the GPS orbit quality didn’t decrease in combined solution, while GLONASS orbits were
improved compared to the stand–alone GLONASS solution. The latter was due to many
common parameters estimated mainly from GPS observations. The GLONASS orbits are
still of 2–3 × lower accurate than GPS in GOP solution. The main problem remains in
modelling satellite orbits during eclipsing periods, which is demonstrated in Fig. 2. The
estimated stochastic parameters are shown at the left plot (and represents eclipsing in-
tervals), while the orbit quality is shown at the left plot. There were some changes in
constraining of the stochastic pulses within the plotted time–span. However, the perfor-
mance of estimated radial and along–track stochastic parameters seems to eliminate some
remaining systematic errors in current model during eclipsing periods. Since September
2010 GOP contributes to the IGS unofficial combination of four GPS+GLONASS ultra–
rapid orbit rigorous solutions.
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Table 2: Significant changes during 2006–2011 (i.e. after the system revision)

Year:DoY processing changes
2011:221 improved outliers checking and bad station handling
2011:106 switch from IGS05 to IGS08 reference frame and PCO+PCV model
2011:092 fixed long–term problem with G24 and G08 due to stochastic parameters setup

close to the start of orbit integration
2011:052 reset stochastic parameters not estimated from 2011:043 (by mistake)
2011:039 fixed the problem with concatenated navigation files at GOP data centre
2010:354 switch from teqc data concatenation to Bernese internal concatenation
2010:338 fixed the problem with stochastic parameters at the beginning of short orbit arc

(related to the processing batch)
2010:305 added tight constrained for stochastic pulses close to the end of long–arc orbits
2010:299 down–weighted GLONASS satellites in eclipse
2010:258 official switch from GPS–only contribution to multi–GNSS (GPS+GLONASS)
2010:128 start of GPS+GLONASS solution (in parallel to official GPS one)
2009:269 solution corrupted due to the CDDIS data centre problem
2009:244 prolonged procedure of identifying processing start to get more (delayed) stations
2009:229 solution problem due to incorrect SATELLITE.I05 during decommissioned G25

and setting new G05 satellites
2009:204 DATUM definition based on 3 days instead of a single day
2009:141 three–day combination decreased to two days with modified arc–splitting

procedure
2008:269 switch to gfortran compiler
2008:242 fixed problem with ambiguity resolution when reference satellite in manoeuver
2008:078 down–weighted accuracy code for satellites temporarily marked as bad
2008:022 switch from LH98 to IFC7 compiler
2008:006 fixed incorrectly used I0B at one pre–processing step
2007:356 X–periodical RPR constrained changed from 1.0E–10 to 1.0E–11
2007:338 change setting up SP3 accuracy code based on prediction comparisons
2007:305 encreased number of station > 90
2006:309 switch from IGB00 to IGS05 (igs05_1390.atx)
2006:264 new official solution based on the system revision

Table 3: Assessment of GOP ultra–rapid product quality between 2005–2011

Solution orbits polar–motion [PM] PM rates LOD
[cm] [mas] [mas/day] [ns]

GOU (2005) 12/24 0.3/0.5 0.4/0.4 0.07/0.09
GOU (2011) 4/10 0.1/0.3 0.2/0.4 0.03/0.07
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5 Products monitoring and user assessement
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Figure 2: Quality of GLONASS orbits w.r.t. IGS finals (left) and estimated radial (grey) and
along–track (black) stochastic pulses for eclipsing GLONASS satellites (right)

5 Products monitoring and user assessement

The ultra–rapid orbits are used in (near) real–time applications and thus its prediction
part (3–9 hours) is the most important (Dousa, 2011). GOP provides on–line evaluation
system for the orbit prediction performance. Fig. 3 shows the results of time–series of
monthly RMS orbit prediction errors for two satellites selected because of the different
Block types. The effect of a half–year periodic degradation of the orbits is related to
the satellite eclipsing periods. The bottom figures of Fig. 3 show the dependence of the
accuracy on prediction interval for eclipsing and non–eclipsing satellites. Many detailed
figures are available at http://www.pecny.cz (GNSS, orbits), which include e.g. the
monitoring of real–time IGU portions in such a way that are used in end–user real–time
applications.

GOP is active in GNSS–meteorology (Dousa, 2010), which was one of the primary appli-
cation of the IGS ultra–rapid orbits since 2000. The GOP has recently developed two new
tropospheric solutions — global hourly and GPS+GLONASS products, both contribut-
ing to the EUMETNET EIG GPS Water Vapour Programme (http://egvap.dmi.dk).
Thanks to significant improvements of IGS ultra-rapid orbits since 2000 in terms of qual-
ity and robustness, a GPS near real–time troposphere estimation is an easy task today.
However, developing a global product consisting of long–baselines more sensitive to the
quality of the orbits, the user solution requires a high robustness including identification
of satellite/station rejection etc. Similar experience was gained at GOP when GLONASS
stand–alone and multi–GNSS solution based on unofficial IGS GPS+GLONASS combina-
tion was implemented. As already mentioned GLONASS orbits are still about twice lower
accurate than GPS orbits. One year multi–GNSS near real–time solution at GOP already
proved that the IGS unofficial GPS+GLONASS ultra–rapid product can be operationally
exploited for troposphere monitoring. Finally, stand–alone GPS and GLONASS derived
ZTD comparision revealed a bias about 1–2mm, which dissepared after switching to IGS08
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Figure 3: Plots show time–series of GPS satellite orbit quality (top) and the prediction of radial,
along–track and cross–track monthly dependence on prediction (bottom). Two left
plots show non–eclipsing and right eclipsing satellites. G02 and G12 are Block IIR,
while G03 and G10 Block IIA satellites. Colors shows accuracy for fitted (0h) and
predicted positions (1h, 4h, 7h, 10h, 13h, 16h, 19h, 22h) The orbits are comparedo to
IGS finals

because of inconsistencies between GPS and GLONASS satellite antenna offsets.
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The CNES–CLS IGS Analysis Center
Annual Report 2011
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1 Introduction

CNES (Centre National d’Etudes Spatiales) and CLS (Collecte Localisation Satellites)
joined their efforts to officially become an IGS Analysis Center (AC) the 20th of May 2010
after more than two years of an intensive evaluation phase (Cf. IGSmail #6155). As a con-
sequence, this is our first contribution to an IGS technical report. The main motivations
to become an IGS AC were to evaluate the performance of the GINS/Dynamo software
package developed by CNES and GRGS (Groupe de Recherche de Géodésie Spatiale),
to participate in the different IGS working groups and to contribute to the discussions
on processing strategy, standards definition, etc. The CNES–CLS IGS Analysis Center
products are called GRG and are generated using an innovative strategy to fix integer
GPS phase observation ambiguities at the zero–difference level (Laurichesse and Mercier,
2007). A description of how this algorithm has been implemented into GINS/Dynamo is
given in Loyer et al. (2012). More information on our AC activity can also be found at:
www.igsac-cnes.cls.fr .

2 Routine products delivery

Today our contribution is limited to “final” GPS and GLONASS products. We compute
weekly normal equations containing all the necessary parameters like station coordinates
and Earth Orientation Parameters (EOP). In practice the normal equations are computed
on a daily basis and are combined into a weekly equation that is inverted using the Dynamo
software. The complete covariance matrix and solution is delivered in SINEX format to
the IGS. The final orbit solution is obtained after a final run using 300 s sampling data and
the weekly station coordinates and EOP solution from the previous step. This ensures
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Table 1: List of GRG final products delivered weekly

grgwwww7.ERP ERP (pole, UT1–UTC) solution for 1 week in IGS IERS ERP format
grgwwww7.SUM Analysis summary for the week
grgwwww7.SNX Weekly Solutions for EOP and Stations coordinates in SINEX format with

complete information (covariance and used constrains)
grgwwwwn.SP3 Daily GNSS ephemeris/clock at 15–min intervals

(GPS + GLONASS since week 1617, GPS–only before)
grgwwwwn.CLK Daily GPS ephemeris/clock at 30–sec intervals

(5min sampling before week 1686)
grgwwww7.WSB Weekly updated GPS wide–lane satellite biases

(available at ftp://ftpsedr.cls.fr/pub/igsac)

that the delivered solutions (orbits and station coordinates) are expressed in the same
reference frame. In order to produce GPS 30 s sampling clk files, we have implemented an
effective method in which the final orbits and the other associated parameters are fixed.
Only the 30 s clock parameters are solved for, epoch by epoch, by a “densification” of the
observations. Table 1 gives the list of the GRG products delivered to the IGS.

3 Processing strategy

Software packages

GINS is a multi–satellite software in which all the modern geodetic measurements can
be processed together. Initially dedicated to gravity field computations, the GINS soft-
ware has been used since the end of the 90ties to process GPS signals. The software
has been updated several times to handle the increasing size of the IGS station network
and to improve GNSS orbit and clock computation. The model parameters are processed
by least squares adjustment of the linearized observation equations. The numerous clock
parameters are reduced epoch by epoch (i.e. pre–eliminated from the normal equation
before inversion). If necessary, the normal equation matrix can be stored for later use.
The Dynamo software package provides all the functions to handle the individual normal
equations (summation, reduction, and linear system resolution). Since 2007 and the be-
ginning of our participation in the IGS we made intensive efforts to process GNSS data
in an automated mode and on a weekly basis. Many other tools or software are included
today in our processing scheme.

Network

Our site selection is a compromise between processing capabilities and product quality.
Following IGS and ITRF recommendations we include as many as possible sites co–located
with other systems or techniques. Our current network contains around 70 GPS–only
receivers and 70 hybrid GPS–GLONASS receivers.
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3 Processing strategy

Models and Parameters

Like any AC we have the dual and challenging goal of:

• improving the accuracy and precision of the products

• follow the international conventions and improve the consistency of the products
between the ACs

This needs a careful care to models updating and parameterization strategy.

The present status of our processing characteristics is detailed at: http://igscb.jpl.
nasa.gov/igscb/center/analysis/grg.acn.

Finally Loyer et al. (2011) have compared AC’s solar radiation pressure models thanks to
an innovative approach based on satellite acceleration recovering from sp3 files.

Table 2: Processing strategy history

GPS
week

Synthetic description of the main changes between the successive versions of the
GRG processing

1478 Initial solutions:
• Network of 80 stations
• 15min clocks estimates
• complete B&Wings modeling
• real valued ambiguities.

1497 One stochastic pulse during eclipse periods is added for the eclipsing satellites
1515 Beginning of production of 30 second clocks (only 5min clocks are delivered to the

IGS)
1521 Network extension (up to 115 stations)
1555 Integer ambiguities fixing at the zero–difference level
1580 Adoption of the simplified dynamic B&W modeling

The SINEX solution includes now the complete constraint matrix used. This allows
the IGS Reference Frame Coordinator to combine our solution in a rigorous way.

1582 GRG solution official contributor to GPS IGS final products (IGSMAIL#6155)
1602 Network extension (up to 140 stations)

Tropospheric mapping function GMF
1617 GRG solution official contributor to GLONASS IGS final products

(IGSMAIL#6155)
1632 Switch to igs08.atx center of phase offsets (see IGSMAIL#6354)
1674 Tropospheric gradients estimation

GPS satellite attitude (Kouba’s 2009 model)
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4 Processing characteristics history

As we recently joined the ACs of the IGS, we recall in table 2 the full story of the main
changes in our processing strategy. The corresponding impact on our products has been
evaluated and some examples are given hereafter.

Orbit solution

Figure 1 shows the WRMS residuals of all the IGS Analysis Centers (ACs) relatively
to the IGS combined orbits (http://acc.igs.org). The main changes impacting the
comparison with the IGS final orbits are the ambiguity fixing used since October 25, 2009
(GPS week 1555) and the dynamical modeling since April 18, 2010 (GPS week 1580).
Figure 2 compares the orbit overlaps computed every day between two successive GRG
solutions without and with ambiguity fixing. The tangential and cross–track RMS decrease

Figure 1: Smoothed weighted RMS of the individual IGS analysis center solutions vs. the IGS
final orbits between GPS week 1550 (September 20, 2009) and GPS week 1618 (January
9, 2011). From Ray et al., http://acc.igs.org
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Figure 2: Global un–weighted mean (left) and RMS (right) overlaps between two daily realiza-
tions of our GPS orbits. Floating solution (black) compared to ambiguity fixed solution
(red) from GPS week 1545 (August 16, 2009) to GPS week 1553 (October 17, 2009).

from 6 to 3 cm while the changes in the radial RMS and the mean values of the overlaps
are not significant. After changing the satellite SRP modeling using only the solar panels
in our Box and Wing representation of the satellite (instead of a more detailed description
of the surface we used before), we obtained better agreement with the IGS orbits.

Stations coordinates solution

The inter–comparison of the different Analysis Center solutions provides a weekly evalua-
tion of our global frame coordinate estimates (Rebischung and Garayt, 2012). The global
RMS residuals in the up direction between our solution and the IGS one improved from
8.5 to 5.5mm when the ambiguity fixing was used in our solution (see figure 3). The
impact on the horizontal direction is below the millimetre level. The RMS of the GRG
solution residuals agree today at a level of 3mm in the horizontal components and 6mm
in the vertical component. Due to different processing and modelling used by the ACs,
systematic millimetre distortions remain. Part of these differences could be explained by
the lack of tropospheric gradient estimation in our solution (see Bar–Sever et al., 1998).
A gradient mapping function like the one described in Chen and Herring (1997) has been
already implemented in the latest GINS version. Tropospheric gradient corrections as well
as the GPS satellite attitude model recommended by Kouba (2008) are being considered
in our solutions since week 1674.
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Figure 3: Global RMS residuals (up component) between our weekly network solution and the
IGS weekly combined solution. From February 22, 2009 (GPS week 1520) to June 6,
2011 (GPS week 1640).

5 WSB and integer clocks products

The zero–difference ambiguity fixing method implemented into GINS requires a specific
additional product we call WSB (“Wide–lane satellite Biases” ) and provide to the GPS
clock solutions a specific property.

WSB

In order to recover the integer nature of (un–differenced) phase ambiguities, un–calibrated
phase delays at both the satellite and receiver level must be identified. Laurichesse and
Mercier (2007) have demonstrated that the wide–lane combination of the satellite phase
biases could be observed from a global network of stations. The determination of these
“Wide–lane satellite Biases” is now part of our AC activity. A series of daily values
covering 2000 to 2011 has been computed (figure 4). WSB seems very stable in time
especially for recent block IIR and IIR–M satellites. The main variations (jumps) coincide
with known events or on–board maintenance operations listed in GPS Notice Advisory to
Navstar Users (NANU) delivered by U.S. Naval Observatory (USNO). The SVN 24 (PRN
24) satellite exhibits unusually large variations reaching few WL cycles between 2002 and
2006. The operational values used for our products are updated each week and available
on our web site at: ftp://ftpsedr.cls.fr/pub/igsac/grgwwww7.wsb .

Integer phase clocks

The satellite (phase) clock products derived from the integer zero–difference processing
of GPS phase observations have a unique property: two independent solutions differ by
an arbitrary value common to all satellites plus an integer number of Narrow–Lane cy-
cles. This can be checked by comparing two successive clock solutions obtained from
the processing of our overlapping arcs (30 hour sliding window centred on each day). This
property is illustrated in figure 5 which represents the satellite clock solutions overlap (one
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5 WSB and integer clocks products

Figure 4: Observed GPS WSB between year 2000 and year 2010. One curve per Satellite Vehicle
Number (SVN) is shown.
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Figure 5: Example of the overlap differences between satellite clock estimates of day n+1 (March
8, 2011) and day n (one curve per satellite). Before correction (top) and after correc-
tions (bottom).

colour per satellite) before correction (top plot) and after applying a common shift plus a
±1 narrow–lane cycle bias to dedicated sets (bottom plot). In other words, a continuous
satellite (phase) clock solution could be provided to the users. Possible applications are
the improvement of kinematic point positioning of single receivers (Lescarmontier, 2012)
or GPS–based continuous time transfer over long time spans (Delporte et al., 2008; Petit
et al., 2011).
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1 Introduction

The Jet Propulsion Laboratory (JPL) continues to serve as an Analysis Center (AC) for
the International GNSS Service (IGS). We contribute orbit and clock solutions for the
GPS satellites, position, clock and troposphere solutions for the ground stations used to
determine the satellite orbit and clock states, and estimates of Earth rotation parameters
(length–of–day, polar motion, and polar motion rates). This report summarizes the evolu-
tion of the JPL’s processing approach since 2005, our contributions to the IGS reprocessing
campaigns, some IGS–related activities, and plans for future work.

The JPL AC continues to utilize the GIPSY/OASIS software package to generate our
contributions to the IGS. Table 1 summarizes our IGS Rapid and Final products. We also
contributed “Final” products to the first IGS reprocessing campaign, and will do so for

Table 1: JPL AC Contributions to IGS Rapid and Final Products.

Product Description Rapid/Final
jplWWWWd.sp3 GPS orbits and clocks Rapid & Final
jplWWWWd.clk GPS and station clocks Rapid & Final
jplWWWWd.tro Tropospheric estimates Rapid & Final
jplWWWWd.erp Earth rotation parameters Rapid(d=0–6), Final(d=7)
jplWWWWd.yaw GPS yaw rate estimates Rapid & Final
jplWWWW7.snx Weekly SINEX file Final
jplWWWW7.sum Weekly solution summary Final
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Table 2: Evolution of Processing Standards at the JPL IGS AC Since 2005.

Date Description
Aug. 26, 2007 Adopt IGS05 antenna calibrations and reference frame.
Nov. 16, 2008 Receiver elevation angle cutoff changed from 15 to 7 degrees.

Adopt GMF troposphere mapping function (Boehm et al., 2006).
Adopt GPT dry troposphere model (Boehm et al., 2007).
Adopt hardisp ocean tide loading function. (Petit and Luzum, 2010)

Jul. 18, 2011 Adopt IGS08 antenna calibrations and reference frame.
Adopt IERS 2010 standards. (Petit and Luzum, 2010)
Adopt GSPM10 solar radiation pressure model
(Sibthorpe et al., 2010).

the next reprocessing campaign. All of our contributions are based upon daily solutions
centered at noon and spanning 30–hours. Each of our daily solutions is determined in-
dependently of neighboring solutions, namely without applying any constraints between
solutions.

2 Changes to Processing Standards and Software

Since 2005 we have applied numerous changes to our processing standards, models, and
software. A summary of the most significant changes to our processing approach is pro-
vided in Table 2. The most relevant change was the adoption of the IGS absolute cali-
brations in August 2007. A complete description of our current processing approach can
be found at: http://igscb.jpl.nasa.gov/igscb/center/analysis/jpl.acn. In addi-
tion, we have modernized the data manipulation, quality control, and product generation
software surrounding GIPSY/OASIS, first in August 2007, and again in November 2008.
We continue to favor using our GPS solar radiation pressure models instead of the DYB–
based strategies that are commonly used by other IGS analysis centers. This choice is
based upon an extensive evaluation of various internal and external metrics after testing
both approaches with the GIPSY/OASIS software (Sibthorpe et al., 2011).

3 Contributions to IGS Reprocessing Campaigns

The JPL IGS AC submitted the usual suite of “Final” products, as shown in Table 1,
to the first IGS reprocessing campaign. In this reanalysis of historical data we adopted
the IGS05–based absolute antenna calibrations. The JPL orbit and clock products from
this IGS05–based campaign were used in the IGS combination. However, due to schedule
limitations our SINEX file contributions were not used in the IGS contribution to the
ITRF08 reference frame. We will contribute a similar suite of products to the next IGS
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Figure 1: Variance reduction in orbit and clock precision of JPL’s first IGS08–based reanalysis
of historical GPS data relative to our IGS05–based reanalysis. Precision is measured
through the root–mean–square (RMS) of differences between neighboring daily 30–hour
solutions during the overlapping 6–hour period. The average orbit and clock variance
reduction for 1996–2011 is 25% and 12%, respectively.

reprocessing campaign, which is expected to be completed in the 2012–2013 time frame.
In addition to the suite of “Final” products listed in Table 1 we will also deliver daily
SINEX files for the entire reprocessing period, and high–rate (30–second) clock products
for 1996 onwards.

At this writing we have completed a first reanalysis of historical GPS data from 1996–
present using the operational processing standards that we adopted on July 18, 2011
(see Table 2). Our tests indicate that adopting the IGS08 absolute antenna calibrations
and JPL’s GSPM10 (Sibthorpe et al., 2010) solar radiation pressure model for the GPS
constellation provided the most significant improvements to the overall accuracy from this
IGS08–based reanalysis compared to our IGS05–based reanalysis. In particular, we have
shown an average variance reduction of 25% and 12% in GPS satellite orbit and clock
precision for 1996–2011, respectively (Desai et al., 2011).

As shown in Figure 1 the variance of the orbit and clock precision from our IGS05– to
IGS08–based reanalysis improved by as much as 50% in some years. Furthermore, the
number of GPS satellites included in these most recent solutions has increased by an av-
erage of 0.6 satellites per day, with some days including as many as 7 additional GPS
satellites. Investigations are ongoing to understand the reduction in clock precision for
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Table 3: Terrestrial static and kinematic station repeatability using JPL’s IGS05– and IGS08–
based reprocessed orbit and clock products, including single receiver ambiguity resolved
positioning. Results are based upon 9 stations selected for global coverage and with
occupation histories of at least 12 years. Repeatability is with respect to velocity model
for each station. Units are mm.

Static Point Position Kinematic Point Position
Product East North Up East North Up
IGS05 3.5 2.4 7.5 11.0 10.0 20.8
IGS08(Not Resolved) 3.0 2.1 6.1 9.5 8.8 18.9
IGS05(Resolved) 2.0 2.0 5.8 6.3 7.2 16.9

1996 and 1997. High–rate (30–second) clock products, only in native GIPSY formats,
were already generated in this first IGS08–based reanalysis. While products from this
first IGS08–based reanalysis have not been delivered to the IGS, they are available at
ftp://sideshow.jpl.nasa.gov/pub/jpligsac in IGS formats, and at
ftp://sideshow.jpl.nasa.gov/pub/JPL_GPS_Products/Final in native GIPSY formats.

4 Additional Developments at the JPL AC

The JPL IGS AC also started to operationally generate Ultra–Rapid orbit and clock
products for the GPS constellation in 2009 (Weiss et al., 2010). Our Ultra–Rapid prod-
ucts are generated with a latency of less than 2 hours and are updated hourly. The
Ultra–Rapid orbit and clock products have 3–D RMS accuracies of 5 cm, compared to 3.5
and 2.5 cm for our Rapid and Final products, respectively. The Ultra–Rapid products
are available in native GIPSY formats at ftp://sideshow.jpl.nasa.gov/pub/JPL_GPS_
Products/Ultra-Rapid.

Since 2010, all three of JPL’s GPS product lines in native GIPSY formats (Ultra–Rapid,
Rapid, and Final) include a product that easily enables single–receiver phase ambiguity
resolved positioning when used with the GIPSY/OASIS software (Bertiger et al., 2010).
This product is referred to as the “wide–lane phase bias” , or WLPB, file. The products
from our first IGS08–based reanalysis, described in the previous section, also include this
WLPB file so that single–receiver ambiguity resolved positioning is easily achieved for the
entire period 1996–present. The WLPB file provides wide–lane and phase bias estimates
for each continuous phase arc from the network solution that is used to generate the orbit
and clock states of the GPS satellites. When performing single–receiver positioning with
GIPSY/OASIS, the orbit and clock products for the GPS satellites are used as usual,
but wide–lane and phase biases for the receiver are also determined, followed by phase
ambiguity resolution using double differences with the wide–lane and phase bias estimates
from the network solution.
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Figure 2: Impact of JPL’s orbit and clock product improvements (IGS05– to IGS08–based prod-
ucts), and single receiver ambiguity resolution (using WLPB product), on east compo-
nent of station repeatability for 9 globally distributed stations with occupation histories
of at least 12 years. Station repeatability is based upon daily static point positioning
and with respect to velocity model for each station.

Table 3 summarizes the improvements to be gained in static and kinematic terrestrial
positioning when transitioning from our IGS05– to IGS08–based orbit and clock products,
and the subsequent improvements to be gained from performing single receiver phase
ambiguity resolution with our IGS08–based products (Desai et al., 2011). These results
are based upon 9 stations selected for global coverage and occupation histories of longer
than 12 years. We observe variance reductions of 30–70% in station repeatability from
using our most recent orbit and clock products and the single receiver ambiguity resolution
capability.

Figure 2 illustrates, as an example, the improvements in the east component of station
repeatability for the 9 stations used to generate the metrics in Table 3. The east compo-
nent typically realizes the most significant improvements from ambiguity resolved point
positioning.

5 Future Activities

We anticipate some additional changes to our processing approach before performing a
second IGS08–based reanalysis in support of the IGS reprocessing campaign. For example,
inclusion of second order ionosphere corrections, models for the S1/S2 atmospheric load
deformation effects, and improved solar radiation pressure models are currently being
tested or developed. Furthermore, work is also underway to include reprocessed products

89



Desai et al.: Jet Propulsion Laboratory

for the period 1993–1995, including generation of the associated WLPB files to enable
single receiver ambiguity resolution.
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1 Introduction

In this report we review the products generated by the MIT Analysis Center that are
submitted to the IGS and made able through the MIT ftp site. We examine some aspects of
the MIT analysis focusing on network generation, treatment of solar radiation parameters,
and the method used to generate the MIT 30–second clock products. We also show results
for position repeatability and satellite antenna phase center offsets and nadir dependence
of the phase pattern.

2 MIT products

MIT generates weekly submissions to the IGS final orbit and clock products. Our sub-
missions consist of (where WWWW is GPS week and [0–6] are the values between 0 and
6): mit<WWWW>7.sum which is a summary file consisting of site statistics (phase and
position root–mean–square (RMS) scatters, RMS scatter of clock fits to linear trends of
the reference clocks for each day of the week, RMS scatters of the orbit overlaps (3.75 hrs
on both sides of each orbit) and Earth orientation parameters (EOP) estimates in IERS
standard format.

mit<WWWW>7.erp.Z Earth rotation parameters for 9–days IERS format

mit<WWWW>[0–6].sp3.Z Daily GPS satellite orbits tabulated at 15minute intervals
with satellite clock estimates.

mit<WWWW>[0–6].clk.Z Daily GPS satellite clocks tabulated at 30–second intervals
for the satellites and reference ground station. Other ground station clocks are
tabulated at 15 minute intervals.
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mit<WWWW>7.snx.Z Weekly coordinate and EOP SINEX file with minimum con-
straints applied to orient the solution to the IGS08 reference frame.

We also make available through ftp://everest.mit.edu binary global files for daily and
weekly solutions, radiation parameter constraints, and position time series. GAMIT/GLOBK
users can directly use these products. The global position and orbit files have estimates
of the satellite phase centers, loosely constrained, and are a resource for analyzing the
estimates of the these offsets. The estimates of the phase centers should be tightly con-
strained if consistency with the IGS models is needed. The files containing process noise
values for solar radiation parameters can be used to apply similar orbital constraints to
those used in the MIT analysis (see discussion below).

3 Analysis methods

The MIT analysis uses a global network made up of 6 separate networks, with each con-
structed to form as global a network as possible. Each network is made up of 50 stations of
which two sites per network are common to the other 5 networks. No sites are used more
than twice in the networks. The networks are formed simultaneously, with sites being
added to each network sequentially so as to ensure that all networks have good southern
hemisphere coverage. The algorithm starts with a base group of four stations in each of
the networks although there is no requirement that data be available from these stations
on a specific day. Sites are then added from the list of core sites and available stations.
The list of available stations is determined from the FTP directories of the IGS and other
archives. Sites are added at each iteration such that the added site has the largest possible
distance from the other sites in the network. Initially, six networks of 40 unique sites are
formed, and then pairs of these sites are added to the other networks to form the ties
between the networks. The core list of sites includes the ITRF2008 reference stations,
hydrogen maser timing stations, and other stations of interest. This core list currently
consists of 374 stations. On any given day, many of these stations are not available and so
the networks we form use all of the available stations in the core list and stations chosen
from the available sites. An example of the combined network generated for the last day
of 2011 is shown in Figure 1.

3.1 Solar radiation parameter estimation.

The MIT analysis initially uses the full 15 parameter Berne orbit model; 6 initial condi-
tions, 3 solar radiation constant terms in the direct, Y–axis, and the orthogonal B axis
directions, and 3 pairs of the sine and cosine once–per–revolution (OPR) terms directed
along the same axes. The parameters are expressed as scale factors on the direct radiation
force. This model, in general, is poorly constrained with 24–hour orbit arcs and when all
6 OPR terms are estimated the center of mass location and the rates of change of the
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3 Analysis methods

Figure 1: Example of the MIT global network on day 365 of 2011. The names the sites in black
are common between 2 networks and serve to tie the networks together. The numbers
shown in different colors give the network number for the station. The green and purple
stations are from our core list of sites while the red numbered stations come from the
available lists. The yellow dots show stations that are available but are not used in our
analyses.

Earth orientation parameters (EOP) are poorly determined. In our weekly analyses, we
examine solutions with all of the OPR terms estimated, and based on the statistics of
the estimates determine, which ones should be retained in the final analysis. We always
estimate that the B–axis OPR terms. The estimation of the direct and Y–axis terms is
based mainly on the significance of the estimates for the week. We also use an orbital
overlap criteria set such that if the RMS scatters of the orbit overlaps for specific satel-
lites are greater than 30 cm, all of the OPR terms for those satellites are estimated. If
the orbit overlaps are greater than 10 cm (but < 30 cm), then the Y–axis OPR terms are
retained. With recent GPS data, the orbital overlap criterion is generally not used (i.e.,
orbit overlaps have < 10 cm RMS). For most weeks only 1 or 2 satellites require more than
just the B–axis OPR terms. Once the specific representation is set, we use daily estimates
of the OPR terms to set the random walk process noise value for each of the terms. If the
chi–squared per degree of freedom of the estimates over the week is less than 1 then zero
process noise is assigned and a constant value for the specific term is estimated for the
week. When the chi–squared per degree of freedom is greater than 1, the process noise
value is set such that a random walk would have the same standard deviation over a week
as the observed scatter. The values of the ORP process noise values are available from the
everest.mit.edu ftp site in the MIT_SRP folder. One set of parameters is used from
each week unless there is a specific issue that needs to be manually accounted for. Manual
interventions are only needed in the 1990’s GPS data analyses.
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