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The EUREF Permanent Network (EPN) 1s a science driven network of permanent GPS stations whose weekly computed positions are used by EUREF (subcommission of the IAG) to realize the ETRS89 (European Terrestrial

Reference System).

More than 150 EPN stations, distributed over 32 countries, provide in near real-time high quality GPS data archived at local and regional data centres. Sixteen EPN analysis centres routinely analyse the data from this network and

deliver to the GPS community precise coordinates for all stations involved in the network.

Since the EPN network 1s the European densification of the International GPS Service (IGS), a complete harmonisation of standards between the global and European network 1s put forward.

The EPN Central Bureau (CB) 1s responsible for the day-to-day general management of the EUREF Permanent Network consistent with the directives, policies and priorities set up by the EUREF Technical Working Group.

This poster gives an overview of the activities of the EPN CB, such as :
» Coordination of the introduction of new sites into the network, and determination of station status

o Stimulate the EPN community to deliver highest quality, reliable GPS data by continuously performing quality controls on all data

e Stimulate the EPN community to deliver near real-time and real-time observations by continuously monitoring the EPN data flow

« Maintain and continuously update the EPN CB web site with all information about sites, centres, networks, data flow, data quality, data holdings, product generation, product available

 Perform a long-term coordination role to ensure that EUREF participants contribute to the service in a consistent and continuous manner and adhere to EUREF standards

EPN CB web site : http://www.epncb.oma.be/

idelines for EPN ions (|

For new stations :

» A letter stating the long-term commitment (at least 5 years) has to be sent to the EPN CB.

o A minimal distance of 300 km to already existing EPN stations is required. Exceptions to this
rule are possible for EPN stations submitting hourly data or contributing to EPN
Special Projects (EUREF-IP Project, European Combined Geodetic Network Project,
Time Series Project).

For existing stations :

 Stations not part of combined EPN solution for more than 3 months are labelled as inactive.
Inactive stations can recover the operational status when they fulfil the EPN requirements again.

» Hourly tracking stations can optionally stop supplementary daily data transfer should be done
after approval of data centre.
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EPN site logs may be tested using an automatic email system (epncbslt@oma.be) which will
parse the log and reply to the sender giving him the result of the test.

EPN site logs may be submitted also to an automatic email system (epncbsls@oma.be) which
will parse the log, reply to the sender and install it in the EPN CB data base 1f the format 1s
compliant.

Each site log updates are automatically followed by an update of the EPN SINEX template and
all associated files.

Monitoring of tracking using RINEX observation files

The EPN CB monitors the long-term tracking performance of a station based on the daily
percentage of the number of complete observations (both L1 and L2 are observed) with
respect to the number of predicted observations.

Input are the daily RINEX observation file and the RINEX navigation message (necessary to
compute the predicted observations).

In Figure 3, the percentage, given in brown, 1s computed for a fixed elevation cut off angle of
15°. It should in principle only change when there 1s a change in the receiver/antenna
equipment or environment.

The percentage, given in red, 1s computed with the elevation cut off entered in the receiver at
that time. In principle, when this cut off decreases, the percentage will also decrease (more
low elevation satellites will be lost). When the cut off increases, the percentage will grow
(less satellites will be lost).
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Figure 3 : Mid 2002, the number of observations tracked at ACOR started to slowly decrease. The
station manager finally identified the problem as coming from a continuous remote controller (with
a strange behavior) of a crane in the port. Telecommunication authorities stopped this controller
with as result that the station started to track properly again.

These plots are available for each EPN station at the EPN CB web site. They are updated daily,
when new RINEX observation data become available. The earliest plots go back to January 2001.
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Monitoring of meta-data

The EPN CB makes available a calendar that an overview of the errors in the
headers of RINEX observation files with respect to the information in the site
log sheets. Calendars are available from January 1998 on. This information 1s
extremely usefull for the reprocessing of old data.
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Table 1: Calendar that gives an overview of the inconsistencies between the
RINEX header and site log file.
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Figure 4: TEQC output
averaged over the last 45 days.
The station AQUI is shown in

green, all other EPN stations

are in red.

Each week, when a new EUREF combined solution becomes available, the
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The EPN uses the principle of
distributed processing
subnetworks are separately
processed by different EUREF
Local Analysis Centres (LACs).

A new EPN station can only be
integrated in the network when at
least 3 LACs have agreed to process
the data of that station routinely.
The EPN CB monitors the meta-
data in the weekly LAC SINEX
solutions and contacts the LACs
and the Analysis Coordinator (who
combines the individual solutions)
when errors are found. A
resubmission of the LAC solution 1s
requested 1n this case.
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Figure 7: EPN Local Analysis Centres
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EPN CB computes a cumulative solution with the goal to monitor the
coordinates of the EPN stations. Equipment changes at the station are

indicated on the graphs by vertical lines (blue for a recerver/firmware change,
red for an antenna/radome change).
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Monitoring of the hourly data flow

61 % of the EPN stations deliver hourly data. In order to stimulate these stations to
deliver data with a minimal latency, we monitor the hourly data flow in permanence by
checking the availability of the hourly data in the different EPN data centres.

Based on this information, we generate daily updated latency plots (Figure 2) and issue a
monthly EUREF mail (Table 2).
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Figure 2 : The mean of the
minimal and maximal latencies

(computed over the last 3 days)
of the hourly RINEX data files

The difference between the max.
and min. values give an
indication on how much time it
takes for the hourly data of that
station to get distributed among
its EPN data centres.
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Figure 5: Long-term behaviour of
the TEQC output. The red line
corresponds to an antenna change
as indicated by the site log.
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Author: EPN CB/Bruyninx C.
Subject: EPN hourly data latency - January 2004

Dear colleagues,

The information below reflects for each EPN station the average latency

of its hourly RINEX files at the EPN local and regional data centres

(listed in http://www.epncb.oma.be/_ dataproducts/datacentres/) .

Hourly RINEX data files delivered within :
- 10 minutes can be used for NRT applications;

- 24 hours are still considered useful for NRT applications

(for sliding window analysis) and should be deliverd as

quickly as possible.

Hourly RINEX data files delivered after :

- 24 hours are only useful for generating daily RINEX data files;

- 3 days are considered as missing. After this delay, only
daily RINEX files can be submitted.

January 2004 (DOY 001/2004 --> 031/2004)
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Table 2: Monthly issued EUREF mail with an
overview of the latencies of the hourly EPN data
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An EPN Special Project, chaired by A.

Kenyeres, has to task to :

» identify periods where the coordinate
estimates or a station are unreliable

(outliers)
« estimate the coordinate jumps caused by
equipment changes.

Using this information, improved time
series are created and are made available at

the EPN CB web site together with the
outlier and discontinuity information.

Estimated coordinate jumps [mm]:

Figure 6: Monthly generated plots that give an overview
of the satellites tracked at the station.
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